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Organization for Computational
Neurosciences (OCNS)

Board and Executive committee

Once a year, elections for the board of directors and the executive committee are held. If you are
interested in serving on these, please email http://president@cnsorg.org for further information.

2009 Executive Committee

President: Ranu Jung (Arizona State U, USA) (2006-2009)

Vice-President and Secretary: Dieter Jaeger (Emory U, USA) (2006-2009)
Vice-President: Klaus Obermayer (Technische Universitat Berlin, Germany) (2008-2011)
Treasurer: Frances Skinner (Toronto Western Research Institute, Canada) (2007-2010)
CNS*2009 Program Chair: Don Johnson (Rice U, USA) (2008-2011)

2009 Board of Directors

Avrama Blackwell (George Mason U, USA) (2008-2011)

Ingo Bojak (Swinburne U) (2007-2010)

Frances Chance (U California-Irvine, USA) (2007-2010)

Sophie Deneve (Ecole Normale Supérieure, Collége de France, France) (2007-2010)
Erik Fransén (Royal Institute of Technology, Sweden) (2008-2011)
Jean-Marc Fellous (U Arizona, USA) (2006-2009)

Leslie Kay (U Chicago, USA) (2006-2009)

Tim Lewis (U California-Davis, USA) (2006-2009)

Tay Netoff (U Minnesota, USA) (2008-2011)

Patrick Roberts (Oregon Health and Science U, USA) (2006, 2008-2010)
Jonathan Rubin (U Pittsburgh, USA) (2008-2011)

Emilio Salinas (Wake Forest U, USA) (2007-2010)

Lars Schwabe (U Rostock, Germany) (2008-2012)

Charles Wilson (U Texas-San Antonio, USA) (2008-2011)

CNS*2009 Sponsorship Chair: Jean Marc-Fellous (U Arizona, USA)
CNS*2009 Travel Grants: Tim Lewis (U California-Davis, USA)
CNS*2009 Workshop Chair: Dieter Jaeger (Emory U, USA)

Program committee

Members of the program committee are appointed for a three year, non-renewable term. If you
are interested in being a program committee member, please email http://program@cnsorg.org or
http://president@cnsorg.org.

2009 Program Committee
Don Johnson (Rice U, USA), Program Chair

Victoria Booth (U Michigan, USA)
Hide Cateau (RIKEN, Japan)

Markus Diesmann (RIKEN, Japan)
Alex Dimitrov (Montana State U, USA)



Boris Gutkin (ENS, France)

Jeanette Hellgren-Kotaleski (Karolinska Institute, Sweden)
Astrid Prinz (Emory U, USA)

Harel Shouval (U Texas Medical Center, USA)

Volker Steuber (U Herfordshire, UK)

Susan Wearne (Mt. Sinai School of Medicine, USA)
Miriam Zacksenhouse (Technion, Israel)

Local Organizers

Udo Ernst (U Bremen, Germany) (2009)

Andreas Herz (TU Munich, Germany) (2009)
John-Dylan Haynes (Charité Berlin, Germany) (2009)
Klaus Obermayer (TU Berlin, Germany) (2009)

The CNS*2010 and CNS*2011 competitions for proposals to host the local meetings have been
closed and decided. We now seek local organizers for CNS*2012 for a North American loca-
tion and CNS*2013 for a non-North American location. Please contact the OCNS president at
http://president@cnsorg.org if you are interested in hosting a CNS meeting. A call for proposals to
host the CNS*2012 meeting will be placed in August 2010.

Reviewers

If you would like to become a member of the CNS review committee, please email
http://program@cnsorg.org.

2009 Reviewer

Kurt Ahrens, Athena Akrami, Peter Andras, Toru Aonishi, Amir Assadi, Francesco Battaglia, John
Beggs, Jan Benda, Upinder Bhalla, Kim Avrama Blackwell, Alla Borisyuk, Amitabha Bose, Romain
Brette, Vladimir Brezina, Carmen Canavier, Jeremy Caplan, Michela Chiappalone, Claudia Clopath,
Albert Compte, Sharon Crook, Gennady Cymbalyuk, Peter Dayan, Paolo DelGiudice, Ramana Dodla,
Peter Erdi, Jean-Marc Fellous, Nicolas Fourcaud-Trocme, Erik Fransen, Matthieu Gilson, Bruce
Graham, Lyle Graham, Sonja Gruen, Cengiz Gunay, Christian Hauptmann, J. Michael Herrmann,
Mikael Huss, Hide lkeno, Dieter Jaeger, Szabolcs Kali, Amir Karniel, Leslie Kay, Aurel A Lazar,
Maciej Lazarewicz, Tim Lewis, John Lewis, Benjamin Lindner, Marja-Leena Linne, Christiane Linster,
William Lytton, Mark McDonnell, Georgi Medvedev, Paul Miller, Samat Moldakarimov, Abigail
Morrison, Tay Netoff, Hiroshi Okamoto, Eckehard Olbrich, Sorinel Oprisan, Pooya Pakarian, Michael
(Mike) Paulin, Hans Ekkehard Plesser, Panayiota Poirazi, Bernd Porr, Patrick Roberts, Horacio
Rotstein, Jonathan Rubin, Yukata Sakai, Ko Sakai, Emilio Salinas, Simon Schultz, Chang-Woo
Shin, Asya Shpiro, Karen Sigvardt, Frances Skinner, Leslie Smith, David Sterratt, Aonan Tang,
Natalia Toporikova, Benjamin Torben-Nielsen, Todd Troyer, Mark van Rossum, Alessandro Vato,
Nada Yousif, Yuguo Yu, and Michael Denker.

Fundraising

OCNS, Inc is a US non-profit, 501(c)(3) serving organization supporting the Computational Neuro-
science community internationally. We seek sponsorship from corporate and philanthropic organiza-
tions for support of student travel and registration to the annual meeting, student awards and hosting
of topical workshops. We can also host booth presentations from companies and book houses. For
further information on how you can contribute please email http://sponsorship@cnsorg.org.




CNS*2009 Sponsors
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OCNS thanks BioMed Central for publishing the abstracts of the conference, and the following
institutions and companies for their generous support of CNS*2009 in Berlin:
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Timetable

MAIN MEETING

WORKSHOPS & NEUROINF. SYMPOSIUM

Sunday, July 19

Monday, July 20 Tuesday, July 21

Wednesday, July 22

Thursday, July 23

TUTORIALS
Saturday, July 18
8:00
8:10
8:20
8:30
8:40

21:50-23:00

Lunch Break

Registration

Lunch Break

Registration Registration

Lunch Break

Lunch Break

Registration

Lunch Break

Registration

Lunch Break

Dinner Break Dinner Break
Dinner Break
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General Info

e Location

The main meeting will be held in the Ballroom at the Hilton Hotel in downtown Berlin from
Saturday 18th to Tuesday 21st, July 2009. The workshops, including a Neuroinformatics Sym-
posium, will take place in the Berlin Brandenburgische Akademie der Wissenschaften (BBAW)
from Wednesdy 22nd, July to Thursday 23rd, July 2009. Before the main meeting participants
have the opportunity to attend the so-called Bernstein Tutorials on Saturday 18th July, 2009.
There will be an official reception on Saturday as from 17:00 to 23:00 in the Hilton’s Panorama
Foyer.

If you decide to attend a part of the conference for which you did not pre-register, you can
register on-site at one of our terminals using your credit card.

e Registration

Registration for the tutorials respectively main meeting and workshops will be open in the
BBAW (entrance Markgrafenstr.) from 8:00 on Saturday 18th July. Additional possibility to
register will be from 16:00 the same day in the Panorama Foyer Hilton, as well as on Sunday
from 8:00 and on Monday/Tuesday from 8:30. Registration on the workshop days is located
in the BBAW and opens at 8:30.

The staff at the registration will try to help you whenever you are in need (look out for the red
name tags!) Additionally, T-Shirts can be bought there for USD 15 or €11.

e Internet

Wireless Internet access in the hotel and in the BBAW is provided at no charge. Please don't
use the connection for large down- or uploads as the bandwidth is limited.

During the main meeting, we provide access to two networks for providing smooth service:

(A) You may either log into the 'swisscom’ network, with the user name 'Conf/CNS’ and
password 'CNS’, or

(B) log onto the "cns2009hilton’ network, using the WEP key 'deadbeef09" (no user name, nor
password required).

During the tutorials and workshops, use procedure (B) for WLAN access in the Hilton, or use
network 'cns2009’ in the Berlin-Brandenburg Academy of Sciences (no WEP key, nor user name
or password required).

If everything fails, please ask the CNS staff (red name tag) for help, or listen to the talks or
poster presentations instead.

e Oral sessions

If you give a talk in the main meeting, please bring your own laptop for a smoothly running
presentation without surprises. However, we will provide a backup machine with Windows XP
operating system with a combination of Office 2003 (Powerpoint)/Acroread/Ghostview, but
there may be the typical problems with missing fonts etc.

Please plan to arrive early and hook up your laptop to our equipment prior to the start of the
session. It's your time that’s elapsing...!

13
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For all other requests involving "exotic’ equipment (like iPODs connected to old Commodore 64
home computers or the like), please contact http://local@cnsorg.org prior to the conference.

For oral presentations given during the workshops, please bring your own laptop (and your own
talk, of course!).

Poster Sessions

Poster boards will be supplied in the course of Sunday morning; half of it can be set up in
Salon Corinth respectively Salon Humboldt either during lunch break or after 17:00. During the
break from 17:00 to 19:00 the remaining poster boards will be set up in the Ballroom. There
will be time enough to hang them (Posters P1-P183). Poster boards are numbered according
to abstract numbers as they appear in the index. Due to the big number of participants we
unfortunately have to remove part of the poster boards after the first session and store them
somewhere in the hotel. They will again be taken out before the 2nd poster session (P184-
P367) on Tuesday 21st July from 15:00 to 19:00. For each session participants are entitled
to get two drinks (corresponding vouchers can be found in the package you receive at the
registration desk). Additional drinks must be bought at the bar in the ballroom.

Tutorials

Before the main meeting on Saturday 18th July there are ten different tutorials taking place at
the BBAW at the Gendarmenmarkt, very close to the conference site. Most of the participants
already made their choice for the tutorials they are interested in, but so long as the rooms are
not overcrowded you may decide to change your preference on site. Cold drinks, coffee/tea
and small snacks will be put at your disposal.

For attendees not being able to attend the tutorials, we provide the CD with all the contributions
and a bootable version of the NEST neural network simulation environment for USD 10 or €7
at the registration desk.

Workshops

Workshops will also take place at the BBAW in the Leibniz Hall and rooms 1-6 from 22nd to
23rd July. A Neuroinformatics Symposium will be held in the Einstein Hall (4th floor of this
building) on Wednesday. Coffee and tea will be put at your disposal. Same as for the tutorials,
many participants already made their choices for the workshops and as said before are free to
change in case of need. A reception desk will be prepared at the entrance Markgrafenstr. and
hopefully all your problems can be solved there. The rooms have been distributed preliminarily
(see program). Any changes will be posted on large boards.

For technical assistance, please contact the registration desk or ask our helping staff (red
nametags).

Boat Cruise and Banquet

The CNS social event in 2009 will be a boat cruise on the river Spree and a banquet in the
Orangerie of the Palace Charlottenburg. Detailed information can be found starting on page
161. You are kindly requested to bring the voucher for the boat cruise and the banquet with
you (in your conference package).

Extra banquet tickets can be bought at the reception for USD 70 or €50.

CNS Party

The CNS Party in 2009 will take place in the Universal Hall on Tuesday 21st July. Partcipants
are supposed to go there on their own, or with some guided crowd leaving the Hilton at about



20:00. A description can be found starting on page 163. We will have live music, hopefully
inducing you to move your legs and maybe ending in a jam session. As usual, prizes will be
awarded to the best student presentations during the party. Prizes will be awarded after review
by the judging panel. The announcement of CNS*2010 will terminate the 'official’ part of the
main meeting, but dancing can go on!

Time and Space

Times throughout this program book will be given in 'European’ notation, i.e. 0:00 to 12:00
from midnight to 12 a.m., and 12:00 to 23:59 from noon to 11.59 p.m.

All length scales are given in the metric system. Remember that 100 feet are about 30 meters,
one inch is 25.4 millimeters, and one yard is either a court or about 90 centimeters.

Discover by yourself if 30 degrees centigrade is too hot or too cold!

Getting Around in Berlin

For your convenience, we provide an English map ('Stop& Go Berlin City Map ') with additional
information on public transport, and a brochure with the touristic highlights, which both are
included in your conference package. See also the maps in the 'Overview' and 'Fun and
Recreation’ sections of this book.

Berlin is divided into quarters like ‘Stadtmitte’ or 'Mitte’, 'Charlottenburg’, 'Kreuzberg’, 'Fried-
richshain’, 'Tiergarten’ and alike. In the other sections of this book, we will mention these
quarters for a coarse orientation, together with a legend where to find e.g. restaurants on the
Stop& Go Berlin City Map .

Lunches, Dinners and Sightseeing

For having lunch during the breaks, there is a nice and affordable self-service restaurant on the
street level in the Hilton hotel (between 6 and 8 Euros per main course). If you want to have
an excellent hot chocolate or chocolate cake, sneak quickly away to 'Falbender und Rausch’,
a café and chocolate store located just opposite the Hilon on the CharlottenstraRe.

Furthermore, there are numerous small restaurants, coffee places, snack bars and the like in
the vicinity of the Hilton (see map at the end of this section).

If you insist in having something really special, see from page 167 for a small listing of interesting
Berlinian dining establishments — enjoy!

Banking

Banking services are available from a multitude of places in the vicinity of the conference. Have
a look at the map at the end of this section

15
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Bernstein—Tutorials

Saturday July 18, 2009

Floor plan: Tutorials in the Berlin-Brandenburg
Academy of Sciences (BBAW)

bremen

Coffee and Tea, Snacks

Regis-

Leibniz Hall tration

\N
NN

T

Room 5+6

/]
Illlll

/

. .

Lower Floor: Restrooms and Cloakroom 1
Main Entrance, Markgrafenstrae
(Gendarmenmarkt)
Time Room 1 Room 2 Room 3 Room 4 Room Leibniz
5+6 Hall
9:00- Tutorial 5 | Tutorial 8 | Tutorial 3 | Tutorial 6 | Tutorial 9 | Tutorial 7
12:00 (Steven Schiff) | (Kenji Doya) (Felix (Matthias (Hans Ekkehard | (Peter Latham)
Wichmann) Bethge) Plesser)
13:30- Tutorial 1 | Tutorial 10 Tutorial 2 | Tutorial 4
16:30 (Jutta (Stefan Kiebel) (Sophie Denéve) | (Lars Schwabe)
Kretzberg)
9:00-14:00 Registration (Berlin-Brandenburg Academy of Sciences, see also map on
page 27)
After 14:00, the registration will move to the Panorama Foyer in the Hilton hotel and
reopen at 16:00
9:00-16:30  Tutorials (Berlin-Brandenburg Academy of Sciences)

See next page for list of tutorials, and from page 37 for the corresponding abstracts.
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T1 Spike train analysis
Jutta Kretzberg (Room 2, 13:30-16:30)

University Oldenburg, Germany

T2 Neural basis of probabilistic computations
Sophie Denéve (546, 13:30-16:30)

Ecole Normale Supérieure, Paris, France

T3 Tools and Methods in Psychophysics
Felix Wichmann (Room 3, 9:00-12:00)

Technical University Berlin, Germany

T4  Activity-dependent Synaptic Plasticity and Neuronal Adaptation
Lars Schwabe (Leibniz Hall, 13:30-16:30)

University Rostock, Germany

T5 Neural Control Engineering — The Emerging Intersection of Control Theory and
Neuroscience

Steven Schiff (Room 1, 9:00-12:00, 13:30-16:30)
Pennsylvania State University, PA, USA

T6 Probabilistic Models of Natural Stimuli and Neural Populations
Matthias Bethge (Room 4, 9:00-12:00, 13:30-16:30)

Max-Planck Institute for Biophysical Cybernetics, Tiibingen, Germany

T7 Neural Coding
Peter Latham (Leibniz Hall, 9:00-12:00)
Gatsby Unit, University College London, UK

T8 Reinforcement learning — a tool for cracking the neural codes of behavioral
learning

Kenji Doya (Room 2, 9:00-12:00)

Okinawa Institute of Science and Technology, Japan

T9 Large-Scale Neuronal Network Models: Principles and Practice
Hans Ekkehard Plesser (Room 546, 9:00-12:00)

University of Oslo, Norway

T10 Analysis methods for functional neuroimaging data
Stefan Kiebel (Room 3, 13:30-16:30)

Max-Planck Institute for Human Cognitive and Brain Sciences, Leipzig, Germany
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Main Meeting

Floor plan: Main M 1P [ 1LV
Meeting in the ﬁ_); |
Hilton
I Ballroom

Orals & Poster sessions

Main C. —
Entrance . 0 ——

CNS N—— N\~
—> ? Panoramafoyer

T |

—
Catering, Booths,
Registration Registration (Poster
Officle ses:ions over;Iow)

Gendarmenmarkt

Salon
Humboldt

. o
Poster
sessions

Salon Corinth
Poster sessions

The abstracts for all invited, featured and other oral contributions can be found on
pages pp.43.

Saturday July 18, 2009

16:00-23:00 Registration (Panorama Foyer Hilton)

17:00-23:00 Opening Reception (Panorama Foyer Hilton)
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Sunday July 19, 2009

Registration

Welcome
Ranu Jung (President, OCNS), Thomas Rachel (State Secretary, BMBF)
and Udo Ernst (Local Organizer)

Frontiers in Computational Neuroscience Lecture
Networks in motion — intrinsic function and control

Sten Grillner

Break

Featured Talk

Describing and exchanging models of neurons and neuronal networks with
NeuroML

Sharon Crook, R. Angus Silver and Padraig Gleeson

Emergence of behavioral primitives in self-organizing control and compo-
sition of behavior for autonomous robots
Georg Martius and J. Michael Herrmann

Lunch

Invited Talk

Neuroinformatics and computational neuroanatomy: From Cajal to the
Internet, and beyond
Giorgio Ascoli

Irregular firing, quasi-stationary state and spike-time dependent response
Srdjan Ostojic, Camille de Solages, German Szapiro, Clément Léna and Vincent
Hakim

Sparse coding of natural communication signals in midbrain neuron
Katrin Vonderschen and Maurice J Chacron

Calcium sensor parameters and readout configurations for activity-
dependent homeostatic regulation of pyloric network rhythms in the lobster
stomatogastric ganglion

Cengiz Giinay and Astrid A. Prinz

Break



16:00 O5 Rich single neuron computation implies a rich structure in noise correlation
and population coding
Sungho Hong and Erik de Schutter

16:20 06 Bayesian estimation of the time-varing rate and irregularity of neuronal
firing
Takeaki Shimokawa and Shigeru Shinomoto

16:40 O7 Dual coding in an auto-associative network model of the hippocampus
Daniel Bush, Andrew Philippides, Phil Husbands and Michael O'Shea

17:00 Dinner Break

19:00-23:00 Poster Session
P1-P183
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010
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012

013

Monday July 20, 2009

Registration
Announcements

Invited Talk

Sharing the fruits of our labor: Can data-sharing advance discovery in
neuroscience?

Gwen Jacobs

Break

Featured Talk

Realistic mean field forward predictions for the integration of co-registered
EEG/fMRI

Ingo Bojak, Thom F. Qostendorp, Andrew T. Reid and Rolf Kotter

What does a neuron 'see’? Limitations imposed by the statistics of affer-
ent inputs to a neuron
Mark D. Humphries

Fast and reliable methods for extracting functional connectivity in large
populations

Yasser Roudi, Joanna Tyrcha and John Hertz

Sequential sparsing by successive adapting neural populations
Farzad Farkhooi, Eilif Muller and Martin P. Nawrot

Lunch

Neural networks with small-world topology are optimal for encoding based
on spatiotemporal patterns of spikes
Petra E. Vertes and Tom Duke

Identification of functional information subgraphs in cultured neural net-
works
Vadas Gintautas, Luis M. A. Bettencourt and Michael I. Ham

Optimal correlation codes in populations of noisy spiking neurons

Gasper Tkacik, Jason Prentice, Elad Schneidman and Vijay Balasubramanian



14:50

15:10

15:40

16:00

16:20

16:40

17:00

17:20

18:00-23:00

014

015

016

017

018

019

A network of reverberating neuronal populations encodes motor decision
in macaque premotor cortex
Maurizio Mattia, Pierpaolo Pani, Giovanni Mirabella, Stefania Costa, Paolo Del Giu-

dice and Stefano Ferraina

Break

A bistable synaptic model with transitions between states induced by cal-
cium dynamics: theory vs experiment
Michael Graupner and Nicolas Brunel

Structural plasticity, cortical memory, and the spacing effect
Andreas Knoblauch

Partial response to supra-threshold excitation desynchronizes spiking neu-
rons
Christoph Kirst and Marc Timme

A probabilistic framework to infer connectivity from function: A study of
change detection and adaptation
Nabil Bouaouli and Sophie Denéve

Cooperative synapse formation in the neocortex
Tarec Fares and Armen Stepanyants

Break

Cruise on the river Spree, and Dinner in Schlo} Charlottenburg
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26

Tuesday July 21, 2009

Announcements

Invited Talk

Constraints imposed by dendrites on spike timing dependent synaptic plas-
ticity

Idan Segev

How chaotic is the balanced state?

Sven Jahnke, R.-M. Memmesheimer and Mark Timme

Break

Featured Talk

Large scale model of the human brain
Eugene M. Izhikevich

Control of the temporal interplay between excitation and inhibition by the
statistics of visual input
Jens Kremkow, Laurent Perrinet, Cyril Monier, Yves Frégnac, Guillaume S. Masson

and Ad Aertsen

Federal Programs for Computational Neuroscience

Business Meeting
Organization for Computational Neuroscience

Introduction of new OCNS Board members
Lunch

Poster Session
P184-P367

CNS Party in the Universal Hall
Distribution of Poster Awards
Announcement of next year's meeting
Closing of the conference



Workshops

Wednesday July 22 & Thursday July 23, 2009

Floor plans

Floor plan: Workshops in the
to Einstein Hall Berlin-Brandenburg Academy of
Sciences (BBAW)

I
Coffee and Tea, Snacks

Regis-

Leibniz Hall tration

Lower Floor: Restrooms and Cloakroom

Main Entrance, MarkgrafenstraBe
(Gendarmenmarkt)

Floor plan: Workshops in the Hilton

Salon Heine

Salon Humboldt
Salon Corinth

PANORAMAFOYER Salon Corinth

a

Gendarmenmarkt
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Changes in the schedule will be announced and signposted both in the foyer of the

Detailed Schedule

Hilton and in the Berlin-Brandenburg Academy of Sciences.
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Wednesday 22th
Where? |Room Morning I Afternoon Evening
Salon Heine W2 (Methods of Information Theory)
W11 (Quantitative
Hilton [Salon Humboldt W4 (Large Cortical Oscillations) Models of Natural
Behaviour)
W15 (Modern
Salon Corinth W10 (Activity-Dependent Structural Plasticity) Mathematical
Neurodynamics)
Room 1 W5 (Modeling Migraine)
Room 2 W9 (Olfactory learning and memory in insects)
Room 3 W6 (Automated Parameter Fitting for
° Compartmental Models)
W15 (Modern ) L .
BBAW |Room 4 Mathematical W8 (Modeling neural mass action in brain
. networks)
Neurodynamics)
Room 5+6 W12 (Python in Neuroscience)
e . . W3 (Career
Leibniz Hall W14 (Statlstlf:(l)s;z-;:]ys;s of multi-cell Bevclsm
9 Workshop)
Einstein Hall Symposium Neuroinformatics
Thursday 23th
Where? |Room Morning Afternoon Evening
Salon Heine W2 (Methods of Information Theory)
Hilton [Salon Humboldt W4 (Large Cortical Oscillations)
Salon Corinth W11 (Quantitative Models of Natural Behaviour)
Room 1 W5 (Modeling Migraine)
Room 2 W9 (Olfactory learning and memory in insects)
Room 3 W1 (Anesthesia and Sleep)
BBAW |Room 4 W13 (Multistability in Neurodynamics)
Room 5+6 W12 (Python in Neuroscience)
Leibniz Hall W7 (Cortical Microcircuit Models)
Einstein Hall




Titels and Organizers

The abstracts for all workshops can be found on pages pp.77 For up-to-date versions
and detailed schedules of the talks, please see the http://www.cnsorg.org web pages
or have a look at the schedule boards near the registration.

WS  Symposium on Neuroinformatics —
Data Sharing and Data Analysis in Neurophysiology

Einstein Hall (BBAW), Wednesday 22nd, 9:00-12.00 & 13:30-16:30

Andreas Herz
LMU Munich, Germany

Martin Nawrot
FU Berlin, Germany

Thomas Wachtler
LMU Munich, Germany

The global scale of Neuroinformatics offers unprecedented opportunities for scientific collaborations
between and among experimental and theoretical neuroscientists. To fully harvest these possibilities,
coordinated activities are required that support neuroscientific research by improving key ingredients
— data access, data storage and exchange, and data analysis. This symposium, organized by the
German National Node of the International Neuroinformatics Coordination Facility (INCF), brings
together experts in the area of data sharing and data analysis in neurophysiology, who will present
specific approaches and tools that have also fostered their own scientific research.

The symposium features full-length talks by the main speakers, followed by discussions.

One topic area addressed by the speakers will be the development of open-source tools for data
analysis. Ad Aertsen (BCCN Freiburg) will talk about FIND, an integrated analysis toolbox for
multiple-neuron recordings and network simulations. Jan Benda (BCCN Munich) will address the
issues of automated data and metadata acquisition and online analysis, introducing the software
relacs. Hemant Bokil (Cold Spring Harbor Laboratory) will present the Chronux software package
for the analysis of neural data, and Eilif Muller (EPFL) will talk about efforts to develop Python
modules for neuroscience and neuroinformatics.

Such data analysis tools are also being integrated into larger frameworks or the management and
sharing of tools and data among neuroscientists. In recent years, several initiatives have been
established to develop such integrative platforms. One of them is the project 'Code Analysis,
Repository and Modeling for e-Neuroscience’, CARMEN, a UK-wide initiative to develop a virtual
laboratory for neurophysiology, which will be introduced by Colin Ingram (University of Newcastle).
Fritz Sommer (UC Berkeley) will present the data sharing efforts of the Collaborative Research in
Computational Neuroscience (CRCNS) funding program in the US. Shiro Usui will introduce the
Japan National Neuroinformatics Node, and in particular its digital archive for vision science, the
Visiome Platform.

These presentations will clearly show that the way we gather, analyze and distribute experimental
data is undergoing major changes. We therefore expect lively discussions about the current scope
and future development of tools for data sharing and data analysis in neurophysiology.

The German National Neuroinformatics Node is funded by the Federal Ministry of Education and
Research (BMBF), located at Ludwig-Maximilians-Universitat Munich, and an integral component
of the Bernstein Network for Computational Neuroscience (NNCN).
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9:00-9:10

9:10-10:00

10:00-10:50

10:50-11:10

11:10-12:00

12:00-13:00

13:00-14:00

14:00-14:50

14:50-15:40

15:40-16:20

16:20-17:10

17:10-18:00

18:00-18:30
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Opening

CARMEN: An e-science virtual laboratory supporting collaboration in neu-
roinformatics
Colin D. Ingram, Colin D. Ingram, Paul Watson, Jim Austin and Leslie S. Smith

CRCNS.ORG: A repository of high-quality data sets and tools for Com-
putational Neuroscience
Jeff L. Teeters and Friedrich T. Sommer

Coffee Break

INCF Japan-Node: Visiome and Simulation Platforms

Shiro Usui, Yoshimi Kamiyama and Tadashi Yamazaki

Lunch Break
Posters

FIND — A unified framework for neural data analysis
Ad Aertsen, Christian Garbers, Antje Kilias, Ralph Meier, Martin P. Nawrot, Karl-

Heinz Boven and Ulrich Egert

Chronux: A Platform for Analyzing Neural Signals
Hemant S. Bokil, Peter Andrews, Hiren Maniar, Bijan Pesaran, Jayant Kulkarni,

Catherine Loader and Partha P. Mitra

Coffee/Posters

Closed-loop electrophysiological experiments and metadata management
with RELACS and LablLog

Jan Benda and Jan Grewe

Caring for the environment:
ecosystem

The blooming 'Python in Neuroscience’

Eilif Muller, Andrew P. Davison

Discussion

[ J
% Federal Ministry .. .. o°
“EF ) of Education ® ’
and Research ~....

*nncn

National Network for
Computational Neuroscience,
Germany

Federal Ministry of Education
and Research, Germany



W1

W2

W3

W4

W5

Anaesthesia and sleep: recent experimental and theoretical aspects
Room 3 (BBAW), Thursday 23rd, 9:00-12.00 & 13:30-16:30
Axel Hutt

Chargé de Recherche, INRIA CR Nancy - Grand Est Equipe CORTEX CS20101, 54603
Villers-lés-Nancy Cedex, France. E-mail: axel.hutt®loria.fr

Methods of Information Theory in Computational Neuroscience

Salon Heine (Hilton), Wednesday 22nd, 9:00-12.00 & 13:30-16:30 and Thursday 23rd, 9:00-
12.00 & 13:30-16:30

Aurel A. Lazar
Department of Electrical Engineering, Columbia University

Alexander G. Dimitrov
Center for Computational Biology, Montana State University

PhD and Postdoc Career Development Workshop
Leibniz Hall (BBAW), Wednesday 22nd, 18:00-21:00

Lars Schwabe

Dept. of Computer Science and Electrical Engineering, Inst. of Computer Science,
Adaptive and Regenerative Software Systems, University of Rostock, Germany, E-mail:
lars.schwabe®@uni.rostock.de

Large Cortical Oscillations: Mechanistic and Computational Aspects
Salon Humboldt (Hilton), Wednesday 22nd, 9:00-12.00 & 13:30-16:30 and Thursday 23rd,
9:00-12.00 & 13:30-16:30

Caroline Geisler
Center for Molecular and Behavioral Neuroscience, Rutgers University, Newark, NJ, USA.

Horacio G. Rotstein

Department of Mathematical Sciences, New Jersey Institute of Technology, Newark, NJ,
USA.

Modeling Migraine: From Nonlinear Dynamics to Clinical Neurology

Room 1 (BBAW), Wednesday 22nd, 9:00-12.00 & 13:30-16:30 and Thursday 23rd, 9:00-
12.00 & 13:30-16:30

Markus A. Dahlem
Institut fiir Theoretische Physik, TU Berlin

Sebastiano Stramaglia
Physics Department of the University in Bari, Italy
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W6

W7

W8

w9

W10

32

Automated Parameter Fitting for Compartmental Models
Room 3 (BBAW), Wednesday 22nd, 9:00-12.00 & 13:30-16:30

Erik De Schutter
Okinawa Institute of Science and Technology, Japan

Cortical Microcircuit Models of Information Processing and Plasticity
Leibniz Hall (BBAW), Thursday 23rd, 9:00-12.00 & 13:30-16:30

Vassilis Cutsuridis
Department of Computing Science and Mathematics, University of Stirling, Stirling FK9
4LA, U.K.

Thomas Wennekers

Centre for Theoretical and Computational Neuroscience, University of Plymouth, Plymouth,
U.K.

Modeling neural mass action in brain networks using delay differential equations
Room 4 (BBAW), Wednesday 22nd, 13:30-16:30 & 18:00-21:00

Fatihcan M. Atay
Max Planck Institute for Mathematics in the Sciences, Leipzig, Germany

Thomas Knosche
Max Planck Institute for Human Cognitive and Brain Sciences, Leipzig, Germany

Olfactory learning and memory in insects

Room 2 (BBAW), Wednesday 22nd, 9:00-12.00 & 13:30-16:30 and Thursday 23rd, 9:00-
12.00 & 13:30-16:30

A. Yarali
Research Fellow, MaxPlanck Institute for Neurobiology, Martinstried, Germany. E-mail:
yarali@neuro.mpg.de

J. Wessnitzer
Research Fellow, University of Edinburgh, UK, E-mail: jwessnit@inf.ed.ac.uk

Activity-Dependent Structural Plasticity — from cell cultures to cortical networks
Salon Corinth (Hilton), Wednesday 22nd, 9:00-12.00 & 13:30-16:30

Markus Butz
Neuroinformatics Group, Dept. for Integrative Neurophysiology, VU University Amsterdam,
E-mail: mbutz@falw.vu.nl

Arjen Van Ooyen
Neuroinformatics Group, Dept. for Integrative Neurophysiology, VU University Amsterdam,
E-mail: arjen.van.ooyen@cncr.vu.nl



W11

W12

W13

W14

Quantitative Models of Natural Behaviour
Salon Humboldt (Hilton), Wednesday 22nd, 18:00-21:00 and Salon Corinth (Hilton), Thurs-
day 23rd, 9:00-12.00 & 13:30-16:30 & 18:00-21:00

Aldo Faisal
Cambridge

Greg Stephens
Princeton

Python in Neuroscience

Room 5+6 (BBAW), Wednesday 22nd, 9:00-12.00 & 13:30-16:30 and Thursday 23rd, 9:00-
12.00 & 13:30-16:30

Eilif Muller
Laboratory of Computational Neuroscience, Ecole Polytechnique Fédérale de Lausanne,
Switzerland

Jens Kremkow

Institut de Neurosciences Cognitives de la Méditerranée, CNRS, France

Bernstein Center for Computational Neuroscience, Albert-Ludwigs-University Freiburg, Ger-
many

Andrew Davison
Unité de Neurosciences Intégratives et Computationelles, CNRS, France

Romain Brette
Ecole Normale Supérieure de Paris, France

Multistability in Neurodynamics
Room 4 (BBAW), Thursday 23rd, 9:00-12.00 & 13:30-16:30

Gennady Cymbalyuk
Georgia State University

Statistical analysis of multi-cell recordings: Linking population coding models
to experimental data

Leibniz Hall (BBAW), Wednesday 22nd, 9:00-12.00 & 13:30-16:30

Matthias Bethge
Tibingen, E-mail: mbethge@tuebingen.mpg.de

Jakob Macke
Computational Vision and Neuroscience Group, MPI for Biological Cybernetics, Tiibingen,
E-mail: jakob®@tuebingen.mpg.de

Philipp Berens
Computational Vision and Neuroscience Group, MPI for Biological Cybernetics, Tiibingen,
berens@tuebingen.mpg.de
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W15 Modern Mathematical Neurodynamics: Bridging Single Cells to Networks

Room 4 (BBAW), Wednesday 22nd, 9:00-12.00 and Salon Corinth (Hilton), Wednesday
22nd, 18:00-21:00

Marc Timme
Network Dynamics Group, Max Planck Institute for Dynamics and Self-Organization and
Bernstein Center for Computational Neuroscience (BCCN) Géttingen
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Bernstein—Tutorials

T1 Spike train analysis
Jutta Kretzberg (Room 2, 13:30-16:30)

University Oldenburg, Germany

This tutorial will focus on the analysis of neuronal population activity as it is obtained in extracellular multi-electrode
recordings. After a short review of basic concepts of spike train analysis (e.g. receptive field measurement, tuning
curves, PSTH), | will introduce two more advanced methods to estimate stimulus properties based on neuronal
responses: Bayesian stimulus reconstruction and metric based clustering. For all analysis methods covered in the
tutorial Matlab routines will be provided and applied to multi-electrode recordings from the retina.

T2 Neural basis of probabilistic computations

Sophie Denéve (5+6, 13:30-16:30)

Ecole Normale Supérieure, Paris, France
Our sensory input is noisy and ambiguous and the consequences of our actions are not completely predictable. For
all these reasons, perception and behavioural choices require probabilistic inference. We will consider how neurons
and neural populations could compute, represent and exploit uncertainties and probabilities. We will show that spike

trains of integrate and fire neurons provide a natural basis to represent probabilistic evidence in a perpetually changing
world. This leads us to reconsider the nature of signal and noise in the variable responses of cortical neurons.

T3  Tools and Methods in Psychophysics
Felix Wichmann (Room 3, 9:00-12:00)

Technical University Berlin, Germany

The tutorial will cover some of the essentials of modern psychophysical methods and tools:

—_

. Signal detection theory and (proper) forced-choice paradigms.

2. The method of constant stimulus versus adaptive procedures.

w

. Psychometric function estimation and Monte-Carlo based goodness-of-fit assessment.

S

. Limits of currently available display technology in visual psychophysics.
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T4  Activity-dependent Synaptic Plasticity and Neuronal Adaptation
Lars Schwabe (Leibniz Hall, 13:30-16:30)

University Rostock, Germany

Summary

In this tutorial we consider rules and mechanisms for synaptic plasticity, normalization and competition as well as re-
cent spike-based learning rules (supervised and reinforcement-based). In addition, we consider short-term adaptation
at the synapse and single-cell level as well as their functional consequences for network dynamics and sensory coding.
After the tutorial the participants will be able to model both phenomena at different levels of description and utilize
them in their own modeling studies.

Abstract

The goal of this tutorial is to give an overview of the mathematical models of activity-dependent synaptic plasticity
and neuronal adaptation as well as their functional consequences for the representation and processing of sensory
information. Activity-dependent synaptic plasticity is the mechanism, which governs the build-up, maintenance, and
change of the connections between neurons. Hence, it probably plays a key role in development, learning and mem-
ory. Neuronal adaptation refers to the change in responsiveness after constant stimulation, and it may correspond to
adaptation at the single-cell or synapse level. It is believed to be the underlying mechanism of perceptual phenomena
like, for example, perceptual aftereffects. After the tutorial the participants will be able to model both phenomena at
different levels of description. In particular, they will be able to utilize these models in their own research in order to
further explore the consequences of these two mechanisms for network dynamics and the functions realizes by such
networks. All models are motivated and illustrated with examples (taken mainly, but not exclusively, from the visual
system). Recent advances and open questions are discussed.

Topics
e Brief recap of the relevant biophysics

e Rules and corresponding mechanisms for plasticity, normalization and competition

Consequences for activity-dependent development

Recent spike-based learning rules (supervised and reinforcement-based)

Input-driven vs. output-driven adaptation: single-cell vs. synaptic mechanisms

Consequences for network dynamics and sensory coding
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T5

Neural Control Engineering — The Emerging Intersection of Control Theory and

Neuroscience
Steven Schiff (Room 1, 9:00-12:00, 13:30-16:30)
Pennsylvania State University, PA, USA

. Linear Kalman Filtering

Nonlinear Kalman Filtering

3. The Hodgkin Huxley Equations

il

© ® N o O

10.
11.

12

The Fitzhugh-Nagumo Equations

The Bridge from Kalman Filtering to Neuronal Dynamics
Spatiotemporal Neural Dynamics

Parkinson’s Disease

Controlling Neuronal Dynamics with Electrical Stimulation
Empirical Spatiotemporal Models

Brain Machine Interfaces

All Models are Wrong — Formalizing Model Inadequacy

A View Towards Future Applications

39



T6 Probabilistic Models of Natural Stimuli and Neural Populations
Matthias Bethge (Room 4, 9:00-12:00, 13:30-16:30)

Max-Planck Institute for Biophysical Cybernetics, Tiibingen, Germany

Forenoon: Probabilistic Models of Natural Stimuli

Afternoon: Probabilistic Models of Neural Populations

Both natural stimuli and neural recordings can exhibit complex statistical structure. Therefore, flexible statistical
models are needed for capturing this complexity in a quantitative manner. In particular, probabilistic methods provide
a principled framework for comparing and evaluating different models. In the morning session of the tutorial, we will
discuss model classes for describing the statistical structure of natural images and their relevance for sensory coding.
The afternoon session will consist of a self-contained introduction to probabilistic models of spiking neurons. Our
focus will be on the generalized linear model framework and related model classes. In each session we will aim to
point out relationships and commonalities between different approaches.

Further information will be posted on the following webpage:
http://www.kyb.tuebingen.mpg.de/bethge/tutorials/cns2009

T7 Neural Coding

Peter Latham (Leibniz Hall, 9:00-12:00)

Gatsby Unit, University College London, UK
We study neural coding because we want to answer the question: 'what are spike trains telling us?’. Although the
answer is still 'we don’t know," over the last several decades considerable progress has been made, and we now know

much more than we did even ten years ago. In this tutorial, | will describe standard and not-so-standard methods for
answering this question, what we have found, and where we are going.

T8  Reinforcement learning — a tool for cracking the neural codes of behavioral
learning
Kenji Doya (Room 2, 9:00-12:00)

Okinawa Institute of Science and Technology, Japan

The theory of reinforcement learning evolved in the field of machine learning based on the intuition of animal learning
from reward and punishment. Now the framework has been utilized for quantitatively modeling choice behaviors of
rats, monkeys, and humans, and for fishing for neural correlates of decision making and action learning. This tutorial
will present the mathematical basics of reinforcement learning and some case studies of how it is used for the analyses
of behaviors, neural firing, and brain imaging data.
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T9  Large-Scale Neuronal Network Models: Principles and Practice
Hans Ekkehard Plesser (Room 546, 9:00-12:00)

University of Oslo, Norway

Simulations are widely used to study the dynamics of neuronal networks, but computational neuroscientists seldom re-
flect on the modeling process: How do we move from our understanding of experimental findings about neuroanatomy
and -physiology, first to mental models of neuronal networks, and then to simulations performed by computer? Do
our computer simulations really simulate the models we have built in our minds? How well do we succeed in describing
our simulated models to our colleagues when writing papers? We will discuss these topics in the first part of the
tutorial, building on theoretical work on modeling in physics and ecology, as well as examples from the neuroscience
literature. In the second part of the tutorial, we will discuss how to describe large-scale neuronal networks well in
scientific publications. We will particularly discuss the advantages of high-level descriptions of neuronal networks,
using the Topology Module of the NEST simulator as an example. Participants are invited to bring their laptops for
hands-on experiments. Bootable live-DVDs with a complete NEST installation will be provided.

T10 Analysis methods for functional neuroimaging data
Stefan Kiebel (Room 3, 13:30-16:30)

Max-Planck Institute for Human Cognitive and Brain Sciences, Leipzig, Germany

In systems neuroscience, researchers acquire data using techniques such as functional magnetic resonance imaging
(fMRI) and magneto- and electroencephalography (M/EEG). These data show indirect evidence of neuronal activity,
acquired from the whole brain. This tutorial will first cover the standard analyses for fMIRl and M/EEG, which are
used for locating brain responses in space and time. In the second part of the tutorial we will go beyond these
standard analyses and cover recent developments for inferring effective connectivity, i.e., interactions among brain
areas. In particular, the tutorial will focus on 'Dynamic Causal Modelling’, a state-space approach to model activity
caused by neuronal networks, where we will go through the relevant details and illustrate the approach using some
example studies. In the last part of the tutorial, we will motivate the use of Bayesian model selection in neuroimaging
studies and will show that this kind of inference is particular relevant for M/EEG studies.
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Invited Presentations

1

Sten Grillner is a professor at the Karolinska Institute’s Nobel Institute
for Neurophysiology in Stockholm. His research is focused on understand-
ing the cellular bases of motor behavior with a focus on the mechanisms
underlying selection of behavior and the neural bases of in particular loco-
motion, posture, orienting and eye movements. His research extends from
ion channels and synapses to network mechanisms and behavior utilizing a
multitude of techniques from patch clamp and cellular imaging to modeling
and studies of behavior. He exploits the lamprey as a model organism but
also mammalian models for the studies of posture and selection mecha-
nisms.

He has been able, based on detailed cellular knowledge, to successfully model the networks re-
sponsible for the command and pattern generating systems for locomotion including steering and
posture. His work continues along several research paths, including the role of the basal ganglia
for selection of different patterns of motor behavior, tectum for steering and eye motor coordina-
tion, the physiological role of different modulator systems acting through the spinal networks, and
different ion channel subtypes contributing to neuronal function. Professor Grillner is a member
of the Academia Europaea, Royal Swedish Academy of Science and the Nobel Assembly, and has
received a number of awards including the Bristol Myers Squibb award in 1993 and the Reeve-Irvine
award in 2002. He was a co-recipient, with Thomas Jessell and Pasko Rakic, of the inaugural Kavli
Prize for Neuroscience in 2008 for 'discoveries on the developmental and functional logic of neuronal
circuits’.

Networks in motion — intrinsic function and control

The lamprey is one of the few vertebrates in which the neural control system for goal-directed
locomotion including steering and control of body orientation is well described at a cellular and
synaptic level. In this lecture | will review the extensive modelling at a large-scale level, which we
are performing not only of the brainstem spinal cord networks underlying propulsion, but also the
tectal mechanisms involved in steering and the forebrain mechanisms underlying selection of different
aspects of motor behavior. We are able to model the system with compartmental Hodgkin-Huxley
neurons and with the approximate number of neurons that are responsible in the behaving animal
(10000 neurons at spinal level). We also demonstrate how the network activity and direction of
motion can be controlled by interacting only a few of the hundred segments. This arrangement
simplifies the control of motion and steering.
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Giorgio Ascoli is head of the Computational Neuroanatomy Group at
the Krasnow Institute for Advanced Study and a faculty member of the
: / Molecular Neuroscience and the Psychology Departments at George Mason
’ - 1_5","{ University. He received his M.Sc. (Laurea) from the University of Pisa and

™ S f his Ph.D. from the Scuola Normale Superiore in 1996, where he investigated
_ . drug-protein binding. As a Guest Researcher at the former Laboratory of

ol 47 ] r (73—

y h e A‘ Adaptive Systems of the NIH, he worked on the structural characteriza

tion of a learning-associated neuronal protein, Calexcitin, and on the Prion
protein, the infective agent of Mad Cow disease.

On the experimental side, his current research involvement is in neurochemistry and neuroanatomy.
The main effort of his Computational Neuroanatomy Group is to model dendritic morphology (the
'shape’ of brain cells) and its influence on neuronal electrophysiology. One of the products of
his group is L-Neuron, a modeling tool that generates and describes realistic neurons. One the
current research projects of his group is anatomically plausible neural networks and their relation to
Alzheimer’s disease. His main long-term scientific and philosophical goal is to establish a working
model for the highest cognitive functions such as human consciousness.

Neuroinformatics and computational neuroanatomy:
From Cajal to the Internet, and beyond

The stunning diversity of neuronal shapes and sizes within and among morphological classes raises
fundamental questions on the developmental mechanisms ("how"), defining structural features (‘'what’),
and functional consequences (‘why’) of such natural variability. Revolutionary progress in answer-
ing these questions has been enabled by the recent development of powerful experimental meth-
ods to label dendritic and axonal arbors, high resolution optical microscopy to image them, and
computer-assisted techniques to three dimensionally trace these structures. In particular, the digital
representation of neuronal reconstructions allows quantitative analysis and computational simula-
tions of branching structures, and their relationship with electrophysiological activity and network
connectivity. At the same time, the increasing public availability of these data in internet-available
archives allows additional discovery through meta-analyses and large-scale data mining. | will illus-
trate several examples of this approach with an emphasis on the rodent hippocampus. Moreover,
| will provide a hands-on demonstration of databases of experimental data and available analytical
tools that are particularly relevant to biologically realistic neuroscience models.
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Gwen Jacobs is a professor in the Department of Cell Biology and Neuro-
science at Montana State University. She became Director of the Complex
Biological Systems graduate training program in 1999. Upon its inception
in July of 2000, she became the Chair of the Department of Cell Biology
and Neuroscience. Protfessor Jacobs research and scholarship efforts fall into
four different areas: 1) basic neuroscience research on sensory processing,
2) basic and applied research on informatics and data sharing techniques for
the neuroscience community, 3) implementation of IT-based infrastructure
for the science and education communities and 4) science pedagogy.

Her research has focused on understanding the cellular mechanisms of information processing in
a simple sensory system, the cricket cercal sensory system, using a combination of anatomical,
physiological and modeling techniques. In neruoinformatics, she participates in the NeuroSys project,
which strives to enable individual investigators to annotate their data, through the construction of in
lab databases. She also leads the Lariat Networking Project that has developed and implemented a
plan to provide a high-speed telecommunications network for biomedical researchers in six institutions
in rural states in the West. Her role in this project is to identify research applications that will be
enhanced by the network and to introduce investigators at each of the Lariat sites to new research
and training opportunities made available through this project.

Sharing the fruits of our labor:
Can data-sharing advance discovery in neuroscience?

Many research communities have embraced the ideals and practices of sharing their data through
a variety of approaches including nationally supported databases, community archives, group col-
laboration and ways of making personal data collections publically available. The rapid increase in
new research discoveries within the genomics, protein structure and systems biology communities
provides good evidence of the value and power of data-sharing. In contrast, neuroscientists have
been faced with significant challenges to achieve similar levels of success. This presentation will
address these barriers, highlight some of the success stories within the neuroscience community and
discuss some of the tools, techniques and trends in neuroinformatics that enable new discoveries
through data-sharing efforts.
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Idan Segev is the David and Inez Myers Chair in Computational Neuro-
science at the Hebrew University of Jerusalem. There, he is a member of
the Institute of Life Sciences, the Department of Neurobiology and the In-
terdisciplinary Center for Neural Computation. Idan Segev's research team
utilizes computational tools ranging from cable theory to compartmental
modeling to statistical methods and information theory to study how neu-
rons, the elementary microchips of the brain, compute and dynamically
adapt to our ever-changing environment.

More recently, he has worked jointly with several experimental groups worldwide in an endeavor to
model in detail the cortical column: a functional unit containing thousands of intensely but very
specifically connected networks of neurons. This project also aims at developing automated methods
for generating models of the different electrical and morphological classes of neurons found in the
column. The ultimate goal is to unravel how local fine variations within the cortical network underlie
specific computations (e.g., the orientation of a bar in the visual system) and may give rise to certain
brain diseases or to a healthy (and 'individual’) brain.

Constraints imposed by dendrites on spike timing dependent synaptic
plasticity

The effect of dendrites on excitatory synapses undergoing spike-timing-dependent-plasticity (STDP)
was explored in a computational study. Two cases were examined (i) the somatic spike is the only
'supervisor’ for synaptic plasticity for all dendritic synapses and (ii) local Ca spikes could also serve
as additional supervisors for synaptic plasticity. We show that in the first case, the efficacy of distal
synapses tend to diminish following linear STDP rule and proximal synapses eventually dominate.
Adding a small multiplicative component to the STDP rule, whereby already strong synapses tend
to be less potentiated than depressed (and vice versa for weak synapses) did partially 'save’ distal
synapses from 'dying out’. Another successful strategy for generating 'synaptic democracy’ following
STDP is to increase the upper bound for the synaptic conductance (gy,q.) with distance from the
soma. With two (or more) local supervisors for synaptic plasticity, competition ensues between
their corresponding dendritic synaptic 'students’. When apical synapses independently generate Ca-
spikes, the apical tree synapses become dominant at the expense of proximal synapses. However,
when a back propagating action potential (BPAP) is required for the initiation of dendritic Ca-spike,
synapses at both basal and apical zones live in peace. Only under this condition will somatic synapses
survive. The functional implications of these findings will be discussed.
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The Neural Open Markup Language (NeuroML) project is an international, collaborative initiative to facilitate the
exchange of complex neural models, allow for greater transparency and accessibility of models, enhance interoper-
ability between simulators and other tools and support the development of new software and databases [1-3]. The
increasing enthusiasm in the computational neuroscience community for standards that allow for greater simulator
interoperability and model publication is driving current efforts, which focus on the key objects that need to be
exchanged among existing applications and try to anticipate those needed by future applications. Examples of these
objects include descriptions of neuronal morphology, ion channels, synaptic mechanisms, and network structure. The
process of creating these common specifications encourages discussion among users of independently developed ap-
plications, which leads to succinct descriptions of the essential elements of models. NeuroML is an Open Source
project based on XML, as it provides the transparency, portability and extensibility required in these efforts. The
openness of the standards and the encouragement of feedback from the community are some of the guiding principles
of the NeuroML initiative.

The declarative specifications for NeuroML are arranged into levels, with higher levels adding extra concepts at
different spatial scales, an approach that ensures that the specification is provided in a modular way. Mappings
exist between NeuroML elements and several commonly used simulators including NEURON [4], GENESIS [5] and
PSICS [6], and a number of tools are available which allow a user to create and validate NeuroML documents and
to generate code for model implementation by multiple simulators from these documents. In particular, the model
development application neuroConstruct can import and write NeuroML documents as well as generate output for
simulating neuron or neuronal network activity using either NEURON, GENESIS, PSICS or PyNN [7]. Currently,
NEURON can import and export cells in NeuroML format, and import/export of NeuroML is in beta testing for
PyNN, which is a Python package for simulator independent specification of neuronal network models [8]. The use
of NeuroML with PyNN provides a connection between the NeuroML descriptions of large-scale neuronal network
models and additional simulators.

Overall, NeuroML provides a valuable contribution towards simulator interoperability as well as model publication
and exchange. The NeuroML standards will facilitate a broad range of research goals in computational neuroscience.
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Brain activity can be measured non-invasively with functional imaging techniques. Each pixel in such an image
represents a neural mass of about 105 to 107 neurons. Mean field models (MFMs) approximate their activity by
averaging out neural variability while retaining salient underlying features, like neurotransmitter kinetics. However,
MFMs incorporating the regional variability, realistic geometry and connectivity of cortex have so far appeared in-
tractable. This lack of biological realism has led to a focus on gross temporal features of the EEG. We address these
impediments and showcase a 'proof of principle' forward prediction of co-registered EEG/fMRI for a full-size human
cortex in a realistic head model with anatomical connectivity, see figure.

MFMs usually assume homogeneous neural masses, isotropic long-range connectivity and simplistic signal expres-
sion to allow rapid computation with partial differential equations. But these approximations are insufficient in
particular for the high spatial resolution obtained with fMRI, since different cortical areas vary in their architectonic
and dynamical properties, have complex connectivity, and can contribute non-trivially to the measured signal. Our
code instead supports the local variation of model parameters and freely chosen connectivity for many thousand tri-
angulation nodes spanning a cortical surface extracted from structural MRI. This allows the introduction of realistic
anatomical and physiological parameters for cortical areas and their connectivity, including both intra- and inter-area
connections. Proper cortical folding and conduction through a realistic head model is then added to obtain accurate
signal expression for a comparison to experimental data. To showcase the synergy of these computational develop-
ments, we predict simultaneously EEG and fMRI BOLD responses by adding an established model for neurovascular
coupling and convolving 'Balloon-Windkessel' hemodynamics. We also incorporate regional connectivity extracted
from the CoCoMac database [1].

Importantly, these extensions can be easily adapted according to future insights and data. Furthermore, while
our own simulation is based on one specific MFM [2], the computational framework is general and can be applied to
models favored by the user. Finally, we provide a brief outlook on improving the integration of multi-modal imaging
data through iterative fits of a single underlying MFM in this realistic simulation framework.

Figure. MFM prediction of simultaneous EEG and fMRI with local, contralateral and visual connectivity. Left: EEG
scalp potentials. Middle: MFM excitatory soma membrane potential h.. Right: fMRI BOLD response.
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Introduction

I will describe an ambitious project of constructing a detailed large-scale thalamocortical model based on experi-
mental measures in several mammalian species. The model spans three anatomical scales: (1) It is based on global
(white-matter) thalamocortical anatomy obtained via diffusion tensor imaging (DTI) of a human brain. (2) It in-
cludes multiple thalamic nuclei and six-layered cortical microcircuitry based on in vitro labeling and three-dimensional
reconstruction of single neurons of cat visual cortex. (3) It has 22 basic types of neurons with appropriate laminar
distribution of their branching dendritic trees. The model simulates one million multi-compartmental spiking neurons
calibrated to reproduce known types of responses recorded in vitro in rats. It has almost half a billion synapses with
appropriate receptor kinetics, short-term plasticity, and long-term dendritic spike-timing dependent synaptic plasticity
(dendritic STDP).

Results

Spatio-temporal dynamics of the simulation show that some features of normal brain activity, although not explicitly
built into the model, emerged spontaneously. Even in the absence of external input, the distribution of firing rates
among various types of neurons is similar to that recorded in vivo - pyramidal neurons fire just a few spikes per second
with the lowest firing rate observed in layer 2/3, whereas basket cells fire tens of spikes per second with the highest
firing rate in layer 5. Individual neurons exhibit somatic and dendritic spikes, forward- and back-propagation of spikes
along the dendritic trees, and spike-timing-dependent plasticity that is coupled to the dendritic compartments rather
than to the somatic spikes. The model spontaneously generated rhythms and propagating waves that had frequency
distributions, spatial extents, and propagation velocities similar to those observed in mammalian in vivo recordings
(including humans). In a fashion similar to human data, the simulated fMRI signal exhibited slow oscillations with
multiple fronto-parietal anticorrelated functional clusters.

The computer model allowed us to perform experiments that are impossible (physically or ethically) to carry out
with animals. For example, we put the model into the noiseless regime to demonstrate that it can produce self-
sustained autonomous activity. We perturbed a single spike in this regime (out of millions) and showed that the
network completely reorganized its firing activity within half a second. | will discuss the results of simulations of
structural perturbations (lesions, strokes, and tumors) and their effect on the global dynamics, as well as the effect
of sleep oscillations on synaptic plasticity, learning, and memory.

References 1 Izhikevich EM, Edelman GM: A large-scale model of mammalian thalamocortical systems. PNAS
2008, 105: 3593-3598.
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Autonomous robots as well as animals process sensory information for the purpose of generating behaviors that are
adapted to their respective environments. This includes the selection of behaviorally relevant perceptual features, the
adaptation of control mechanisms and the storage and the recall of behavioral episodes for planning and execution.
A robot as model of animal behavior should achieve sensorimotor control without being specifically programmed, but
by exploring the behaviors that arise from the physical interaction between its body and the environment.

Self-organizing behavior. Efficient behavioral exploration can be obtained by the homeokinetic principle [1], a
dynamical systems approach to robot control that establishes a self-tuned balance between sensitivity of actions to
sensory inputs and predictability of the perceptual consequences of actions. The principle is effective in training
artificial motor neurons to generate coherent movements that are suitable to explore the behavioral manifold [2].
Simultaneously, internal representations of the robot dynamics are learned by associative memory networks in the
robot, which then play the role of an efference copy.

Composing behavioral primitives. In the present contribution we introduce an agent-based approach where a num-
ber of internal expert networks compete for the correct prediction of the control actions of a homeokinetic controller.
As a result each agent achieves control over a specific reproducible behavior that forms a behavioral primitive. The
obtained collection of behaviors is specific for the robot and the environment, but the elementary behaviors can be
selected and combined to control the robot successful also in new environments. The composition of behaviors is
achieved by a standard reinforcement learning algorithm with intrinsically determined rewards. The composition of
the primitives is shown to be efficient for set of experts, but cannot be achieved when low-level actions used as
elements. Videos of various robots (Figure 1) illustrates the study that also includes different degrees of specificity
of the internal representations (Figure 2) and comparisons with classical methods.
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Figure 1. Simulated spherical robot ac-  Figure 2. Partition of the space of an-
tuated by three internal masses that are  gular velocities of the spherical robot by
moveable along their axes a set of control agents.

In conclusion, exploration of behavioral spaces by self-organizing control leads to the emergence of behavioral primi-
tives that can be composed in order to generate complex goal-oriented behavior and can be used in motor planning.
Acknowledgment: The project was supported by the BCCN Gottingen grant #01GQ0432.
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Neurons in vivo emit action potentials in a highly irregular manner. One generic feature of the corresponding distri-
bution of inter-spike intervals (ISIs) is the presence of long exponential tails, and neuronal firing is therefore often
described as a Poisson process. Such a strong irregularity sharply contrasts with periodic firing elicited by a constant
input current, so that the origin of the randomness in the firing has long been a matter of debate. It is nowadays
considered that irregular neuronal firing is due to a highly fluctuating drive generated by a balance between excitatory
and inhibitory synaptic inputs to the neuron. The statistical properties of the neuronal firing and the underlying
membrane potential dynamics in response to such a noisy drive have remained difficult to fully characterize. In this
study, we relate the Poisson-like firing to the existence of a quasi-stationary state of the underlying membrane po-
tential dynamics, and explore the implications of the convergence to this state on the response properties of the neuron.

We study analytically the stochastic dynamics of the membrane potential distribution between two successive action
potentials, for an integrate-and-fire neuron receiving noisy synaptic inputs. We find that for long enough periods since
the firing of the previous action potential, the dynamics converge to a quasi-stationary state, in which the membrane
potential distribution becomes independent of time except for a global exponential decay. Once this quasi-stationary
distribution has been reached, the firing probability per unit time becomes constant, and the subsequent firing is a
Poisson process with a rate that depends on the amplitude of background noise. For in vivo-like background noise
amplitudes, the convergence time to the quasi-stationary state is significantly shorter than the mean ISI, so that the
quasi-stationary state dominates the dynamics.

The fast convergence to the quasi-stationary state has important implications on the response properties of the
neuron. We examine the spike-time dependent response (SDR), which we define as the modification in the timing
of the next AP due to a given synaptic input, as function of the timing of this input. In absence of noise, the SDR is
equivalent to the well studied Phase Response Curve and the response depends strongly on the timing of the input. In
contrast, for in vivo-like background noise, the timing of the input quickly becomes irrelevant because of the fast con-
vergence to the quasi-stationary state. These theoretical findings are corroborated by in vivo and in vitro experiments.
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Sparse neural codes (i.e. codes in which neurons respond only to a few stimuli) have been widely observed across
animal taxa [1-4]. Theoretical studies suggest that sparse neural codes critically depend on non-linear mechanisms
[5]. However, the network and cellular properties that enable the observed sparse responses remain unclear. We inves-
tigated sparse coding in neurons within the midbrain torus semicircularis (TS) in the weakly electric fish Apteronotus
leptorhynchus, which is equivalent to the inferior colliculus in the mammal. These fish generate a quasi-sinusoidal
electric field via the electric organ discharge (EOD) with a characteristic frequency that varies across individuals.
When two individuals come into contact, interference between their EODs will give rise to a beat phenomenon. Male
Apteronotus leptorhynchus will transiently increase their EOD frequencies in a stereotypical manner during agonist
encounters or courtship rituals: these chirps will occur in conjunction with the beat and must be distinguished by
either the other male or the female (Figure 1). We performed in vivo patch clamp recordings to study TS neural
responses to chirps occurring on top of the beat pattern. We found that one neuron type responded almost exclusively
to chirps in a most peculiar manner. These neurons had little or no activity during the beat and fired a single action
potential in response to the chirp (Figure 2). Chirp detection was negatively correlated with phase locking to the beat
suggesting a segregation of information flow in midbrain neurons. Moreover, the chirp detection abilities were highly
superior to those found in neurons afferent to TS. This indicates that separate streams of information arise in the
torus and may be used to guide different behaviors by higher brain regions. We investigated the cellular mechanisms
underlying this sparse coding. A combination of mathematical modeling and further experiments indicate that shunt-
ing inhibition hyperpolarizes the membrane potential below the firing threshold during the beat and increases the
membrane conductance which promotes coincidence detection of synaptic input caused by the chirp. We speculate
that a potassium conductance then hyperpolarizes the membrane potential after the first action potential: thereby
enabling these neurons to respond to each chirp with a single action potential. Our findings reveal cellular mech-
anisms for the segregation of information flow and sparsening of neural responses to behaviorally relevant stimuli.
These mechanisms may generalize to other sensory systems with which the electrosensory system shares similarities:
in particular the auditory system. Beat Chirp
X X

Emitting fish
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Figure 1: Chirps are transient frequency rises super-  Figure 2. Response of midbrain
imposed on top of the beat caused by two fish’s EOD.  neuron to natural communica-
tion signal "chirp.’
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In central pattern generating (CPG) neural networks, activity-dependent homeostatic regulation (ADHR) has been
proposed to explain the experimentally observed robust activity that persists in spite of constant molecular turnover
and environmental changes. In the pyloric CPG network of the lobster stomatogastric ganglion (STG), ADHR is
dependent on and correlated with levels of intracellular calcium, which acts as a second messenger that affects ion
channel and synaptic properties of the cell. Previous studies showed that calcium sensors can be used to maintain
stable activity levels in individual model neurons [1] and pyloric rhythms in one model network [2]. For regulation,
these studies used deviations of the calcium current from a target value. However, they did not address the choice of
sensor activation and inactivation variables, and the robustness of selected parameters and sensor configurations in
the network. To address these issues, we developed a testbed that judges the quality of a sensor by using its readings
to make a prediction about whether a network activity pattern is functional.

To make predictions, we used a classifier trained with sensor readings from a model pyloric network database [3].
Based on their selected activity characteristics being similar to biological data, 2% of these networks were labeled as
functional. In each testbed with different sensor placements and parameters, the percentage of functional networks
correctly predicted by the classifier is indicated with a success rate.

Directly using the average calcium concentration from the three model cells of the network resulted in a 52%
prediction success if shuffled, establishing a control case, compared to 77% without shuffling. Using average calcium
current instead of the concentration, we obtained a similar success (77%), supporting the choice by earlier calcium
sensor models [1,2]. We confirmed that the success rate increased by the addition of activation (78%) and inactiva-
tion (86%) variables in the averaged sensors, showing that the inactivation component is indispensable (see Figure).
By testing all combinations of selected activation and inactivation parameters, we found their optimal values. It is
biologically reasonable for the sensor minimal and maximal values to be involved in regulation and using them in
addition to the sensor averages increased the success to 87%. Finally, using the fast, slow and DC sensors proposed
earlier [1] together in the same cell marginally increased the success further to 88%. Taken together, our results
suggest that activity sensing for ADHR of the pyloric network can potentially be achieved with relatively few, simple
calcium sensors and that the properties of these sensors need not necessarily be adjusted to the particular role of
each neuron in the network.
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Figure: A. Activity patterns of the three model cells for a functional (top) and a non-functional (bottom) network.
B. Sensor averages (left) show low activity in the PY model cell, which reduces the classifier score (right) below the
"functional threshold' of 0.5 to make a correct prediction.
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Pairwise correlation in a population activity is a widely observed neural phenomenon. In particular, even with the
same mean stimulus, noisy fluctuations in the population firings are often correlated, and this so-called noise correla-
tion has attracted a lot of attention in regard to whether it might transfer independent information beyond a mean
population response [1]. However, in the context of the common input model where a common input noise drives the
noise correlation, a recent influential study suggested that the noise correlation must have a simple relationship with
the average firing rate, or more precisely the average gain, and therefore claimed that the noise correlation might not
carry any independent information [2].

In this work, we carried out a model study to probe the correlation-gain/rate relationship with biophysically defined
single neuron models and found out that the relationship with gain actually fails to capture large noise correlations
in some models. We suggest that this is closely related to the type 3 excitability of these neuron models. Type
3 excitability has been seen recently in model studies [3] and in some cortical neurons in the in vitro [4, 5] and
in vivo-like conditions [6]. One of its interesting and relevant characteristics is that a type 3 neuron encodes not
only the stimulus mean but also the variance [3-5,7]. By using an artificial functional model, we showed that these
variance sensitive neurons, when given common noise, can generate sharply synchronized spikes, which contribute to
the correlation that the correlation-gain relationship fails to predict.

Our result implies that a population of individual neurons with this rich coding strategy might use the correla-
tion/synchrony as an extra channel for information transfer at the population coding level. Therefore the population
code would not be an average of the individual responses where the fluctuations around the mean firing are simply
suppressed by a population size.
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Introduction

Spike trains generated by cortical neurons possess specific characteristics such as firing irregularity (see Figure A)
other than the firing rate. Recently, our study revealed that the firing irregularity is rather specific to individual
neurons and invariant with the time and the modulation of firing rate by using a metric for analyzing the time-local
irregularity of spike events [1,2]. On the other hand, it was also reported that the firing irregularity varied significantly
according to behavioral contexts in some other cortical area [3]. Therefore, we wish to examine how easily the firing
irregularity is varied with the firing rate more systematically. For this purpose, we developed a Bayesian estimation
method that allows us to estimate both the instantaneous rate and irregularity for a given spike sequence [4]. In our
new framework, we first consider the stochastic process of generating spikes under a given rate and irregularity, and
then invert the conditional probability distribution to infer the rate and the irregularity from the data.

We applied our new method to the experimentally recorded spike data taken from Neural Signal Archive [5] (see
Figure B), and revealed that there is a systematic correlation between firing rate and firing irregularity, and that the
degree of the variability in the firing irregularity greatly depends on the cortical areas.
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Figure. (A) Sample sequences of events with identical rate and different irregularity, which may be termed bursty,
random (Poisson), or regular. (B) The MAP estimate of the instantaneous rate (mbda(t) and irregularity x(t)
for the spike sequence {¢;} recorded from a V1 neuron of a Macaque (nsa2004.4; Neural Signal Archive[5]).
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Introduction. The activity of pyramidal cells in the hippocampus has been empirically demonstrated to encode both
spatial and non-spatial cues by means of a dual code [1]. The phase of place cell firing with respect to the theta
oscillation encodes spatial information: primarily the position of an animal and its current heading [2]. Conversely,
firing rate has been demonstrated to encode a variety of non-spatial cues, including running speed, complex visual
stimuli and concepts [3-5]. Here we present a novel spiking neural network model which is, to our knowledge, the
first to use a dual coding system in order to learn and recall associations between both temporally coded (spatial)
and rate-coded (non-spatial) activity patterns.

Methods. The postulated function of the hippocampus in spatial and episodic memory has been widely and success-
fully modelled using auto-associative networks [6]. Here we use a spiking auto-associative network with a novel STDP
rule that replicates a BCM-type dependence of synaptic weight upon mean firing rate. An abstract acetylcholine
signal tied to the theta oscillation modulates external input, synaptic currents and synaptic plasticity [7]. Place cell
activity consists of a compressed temporal sequence of neural firing within each theta phase. Non-spatial cues, which
are present at a subset of the locations traversed, are represented by neural bursting at the peak of the theta phase.

Results. We simulate the network moving along a circular track of 50 place fields with objects present at five
equidistant locations. Following learning, we demonstrate that

1. The external stimulation of any place cell generates the sequential recall of upcoming place fields on the learned
route;

2. The external stimulation of any place cell generates the recall of any object that was previously encountered
at that place;

3. The external stimulation of cells which encode an object generates recall of both the place at which that object
was observed, and the upcoming place fields on the learned route; and

4. The network performs pattern completion, meaning that only a subset of cues is required for this recall activity
to be generated.

This model is the first known network instantiation of an asymmetric STDP rule which can mediate both rate and
temporal coding. Furthermore, it provides the first demonstration of an auto-associative network that can use this
dual code to integrate dynamic and static activity patterns and thus model the disparate mnemonic functions ascribed
to the hippocampus.
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Neurons encode information in their spike trains. In a range of neural systems, every spike train and potentially each
spike is supremely important [1], so important that, given appropriate input, many neurons can reliably repeat their
spike timing with startling accuracy [2]. Yet a target neuron sees many such spike trains in its afferent input. And
the statistics of such a group of spike-trains are well described by simple models that pay no heed to the single spike
or even the single spike train. How then do we reconcile the success of these simple models with the complexity of
encoding within and decoding of spike trains [1,3].

First, we set out to understand just how accurate these simple models are. They are often used for qualitative
understanding of problems [1] and that is certainly an approach used here. But we show that these simple models
can be pushed hard before they break down and thereby can give quantitative insight. We build a framework that
directly generates the set of spike-events that occur across all the target neuron’s inputs and that encapsulate many
simple models of the individual spike trains. Nonetheless, these spike-event generators are sufficiently simple for us
to gain analytical insight into exactly how the structure of the input to a neuron is dependent on the number, rate
and correlation of the individual spike trains. As an example, we use this to model the global properties that arise
from weak pair-wise correlations between spike trains [4].

The framework's most interesting prediction is that the global statistics of the afferent input to a single neuron
converge for a wide range of properties of the individual afferent spike trains, thus obscuring potentially impor-
tant properties of those spike trains. How then does information carried by individual spike trains become decoded
into the output of a neuron? This question stands in contrast to much previous work that has focused on decod-
ing the spike train correlates of continuous stimuli [1,3]. We show, because of the obscuring effects on individual
trains, our framework predicts that strongly asymmetric distributions of synaptic conductances are necessary for re-
liable reproduction of output spike trains in response to common components of different sets of inputs [2]. Thus,
we posit this as the reason for such distributions in the vertebrate brain, recently described in many neural circuits [5].
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The simplest model for describing multi-neuron spike statistics is the pairwise Ising model [1,2]. To start, one divides
the spike trains into small time bins, and to each neuron i and each time bin t assigns a binary variables s;(t) = —1 if
neuron 4 has not emitted any spikes in that time bin and 1 if it has emitted one or more spikes. One then can construct
an Ising model, P(s) = Z~!exp{h’s + s'Js} for the spike patterns with the same means and pair correlations as
the data, using Boltzmann learning, which is in principle exact. The elements J;; of the matrix J can be considered
to be functional couplings. However, Boltzmann learning is prohibitively time-consuming for large networks. Here,
we compare the results from five fast approximate methods for finding the couplings with those from Boltzmann
learning.

We used data from a simulated network of spiking neurons operating in a balanced state of asynchronous firing with
a mean rate of 10 Hz for excitatory neurons. Employing a bin size of 10 ms, we performed Boltzmann learning
to fit Ising models for populations of size N up to 200 excitatory neurons chosen randomly from the 800 in the
simulated network. We studied the following methods: A) a naive mean-field approximation, for which J is equal to
the negative of the inverse covariance matrix, B) an independent-pair approximation, C) a low rate, small-population
approximation (the low-rate limit of (B), which is valid generally in the limit of small Nrt, where r is the average
rate (spikes/time bin) and ¢ is the bin width [3], D) inversion of the TAP equations from spin-glass theory [4] and E)
a weak-correlation approximation proposed recently by Sessak and Monasson [5]. We quantified the quality of these
approximations, as functions of N, by computing the RMS error and R2, treating the Boltzmann couplings as the
true ones. We found, as shown in figures a and b, that while all the approximations are good for small N, the TAP,
Sessak-Monasson, and, in particular, their average outperform the others by a relatively large margin for N. Thus,
these methods offer a useful tool for fast analysis of multineuron spike data.
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Figure: (a) R? and (b) RMS error for various approximate methods. Green (dashed dotted), naive mean-field;
Purple (dashed double-dotted) low-rate, small N; Gray (dotted) independent-pair; Red (dashed), TAP; Black
(dashed), Sessak-Monasson; Blue, average of TAP and Sessak-Monasson.
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In the principal cells of the insect mushroom body, the Kenyon cells (KC), olfactory information is represented by
a spatially and temporally sparse code. Each odor stimulus will activate only a small portion of neurons (spatial
sparseness) and each stimulus leads to only a short phasic response following stimulus onset (temporal or lifetime
sparseness) irrespective of the actual duration of a constant stimulus. The mechanisms responsible for the temporally
sparse code in the KCs are yet unresolved.

Here, we explore the role of the neuron-intrinsic mechanism of spike frequency adaptation (SFA) in producing
temporally sparse responses to sensory stimulation in higher processing stages. SFA is an ubiquitous phenomena
found in many different model systems. Our single neuron model is defined through a full five-dimensional master
equation for a conductance-based integrate-and-fire neuron with spike-frequency adaptation [1]. We study a fully
connected feed-forward network architecture in coarse analogy to the insect olfactory pathway. A first layer of ten
neurons represents the projection neurons (PNs) of the antenna lobe. All PNs receive a step-like input from the
olfactory receptor neurons, which was realized by independent Poisson processes. The second layer represents 100
KCs which converge onto ten neurons in the output layer which represents the population of mushroom body extrinsic
neurons (ENs).

Our simulation result matches well with the experimental observations. In particular, intracellular recordings of PNs
show a clear phasic-tonic response that outlasts the stimulus [2] while extracellular recordings from KCs in the locust
express sharp transient responses [3]. We conclude that the neuron-intrinsic SFA mechanism is sufficient to explain a
progressive temporal response sparsening in the insect olfactory system. Further experimental work is needed to test
this hypothesis empirically.
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Figure. Layer-specific population response in a simplified feed-forward network of the insect olfactory pathway.
Average population response in the first layer (left) to a step-like Poisson input shows a phasic-tonic response
as observed in antennal lobe projection neurons. In the second layer (middle) the population response profile is
dominated by a sharp onset transient and tonic firing is diminished. The final output layer (right) with reduced
adaptation current integrates convergent input.
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Despite a wealth of knowledge at the micro- and macroscopic scales in neuroscience, the way information is encoded
at the mesoscopic level of a few thousand neurons is still not understood. Polychronization is a newly proposed [1]
mechanism of neuronal encoding that attempts to bridge this gap and that has been suggested to underlie a wide
range of cognitive phenomena, from associative memory to attention and cross-modal binding. This encoding is
based on millisecond-precision spatiotemporal firing patterns, corresponding to so-called polychronous groups, that
have been shown to emerge spontaneously in networks of spiking neurons with axonal conduction delays and spike-
timing-dependent plasticity.

Here, we investigate the effect of network topology on the ease and reliability with which input stimuli can be
distinguished by such a network based on their encoding in the form of polychronous groups. We find that, while
scale-free networks are unreliable in their performance, small-world and modular architectures perform an order of
magnitude better than random networks at such discrimination tasks in a variety of situations. Furthermore, we find
that these topologies introduce biologically realistic constraints on the optimal input stimuli for the system, perform-
ing best with inputs consistent with the topographic organization known to exist in many cortical areas. Finally, we
investigate the capacity of such networks to distinguish between signals involving overlapping sets of input neurons
and suggest that, for optimal performance, the network should be locally as well as globally small-world but should
only show large-scale modularity.

These topological constraints on both networks and stimuli seem consistent with the first experimental findings
on the cortical network architecture (see review [2] and references therein), suggesting that these are optimal for
information processing through polychronization.
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Abstract

We present a general information theoretic approach for identifying functional subgraphs in complex neuronal net-
works where the spiking dynamics of a subset of nodes (neurons) are observable. We show that the uncertainty in the
state of each node can be written as a sum of information quantities involving a growing number of variables at other
nodes. We demonstrate that each term in this sum is generated by successively conditioning mutual information
on new measured variables, in a way analogous to a discrete differential calculus. The analogy to a Taylor series

60



suggests efficient optimization algorithms for determining the state of a target variable in terms of functional groups
of other nodes. We apply this methodology to electrophysiological recordings of cortical neuronal network grown in
vitro. Despite strong stochasticity, we show that each cell’s firing is generally explained by the activity of a small
number of other neurons. We identify these neuronal subgraphs in terms of their redundant or synergetic character
and reconstruct neuronal circuits that account for the state of target cells.
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In most areas of the brain, information is encoded in the correlated activity of large populations of neurons. We
ask how neural responses should be coupled to best represent information about different ensembles of correlated
stimuli. Three classical population coding strategies are independence, decorrelation and error correction. Here we
demonstrate that balance between the intrinsic noise level and the statistics of the input ensemble induces smooth
transitions between these three coding strategies in a network composed of pairwise-coupled neurons and tuned to
maximize its information capacity.

We extend recent work [1,2] and theoretically explore small networks of neurons of the 'lsing’ form whose joint
probability of firing is determined both by external inputs and by couplings between pairs of neurons. The neurons
are taken to be binary, to represent spiking or silence. We then find the pairwise couplings to maximize information
conveyed by neural states about different input ensembles in the presence of intrinsic noise. We consider two kinds
of ensembles — binary patterns, and correlated Gaussian inputs — and vary the noise levels parametrically to scan the
range of network behaviors.

For binary input ensembles at a high noise level, the optimal neural coupling reinforces the input correlations: a
simple form of autoassociative error correction. As the noise level decreases, the coupling goes to zero: the neurons
become independent. The Gaussian input ensemble leads to the same optimal network behavior at high noise as for
the binary ensemble. This regime is characterized by the emergence of metastable states that serve as 'memories’ of
the input patterns in the sense of a Hopfield network. The weights in a Hopfield net are often chosen by hand to store
the desired patterns; here autoassociative memory emerges as an automatic consequence of maximizing information
capacity. Furthermore, in this regime single neuron variability overestimates the variability of the code, suggesting
that 'noise’ in single neurons is partly a misinterpretation of redundant population codes. At low noise, there is a
new optimal network strategy: decorrelation of the stimulus. The absence of a decorrelating regime in the binary
ensemble can be understood intuitively by the fact a correlated binary stimulus ensemble has comparable number of
input and output states, while the Gaussian ensemble features an infinite number of possible input states, enabling
decorrelation to fill the bandwidth efficiently.

Our analysis predicts specific changes in effective network couplings in response to stimuli with different statis-
tics, which can be measured in extensions of experiments of [1,2].
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We investigate, through in-vivo experiments and theoretical models, the dynamic mechanisms subserving motor
decision tasks. The proposed computational framework is based on local reverberations in multiple neuronal subpop-
ulations. Signatures of such reverberations are identified in the simulated multi-modular network of spiking neurons
and recognized in the analysis of recorded neural activity. The reported experimental results are compatible with a
neuronal substrate in which several local populations undergo sudden transitions as a late reaction to a visual stim-
ulus. Often, such transitions are very plausibly supported by strong local recurrent feedback as in models of decision
making [1]. Transitions also occur without clear evidence of local reverberation; the combined evidence suggests the
coexistence of 'active’ and "passive’ modules, the latter responding to the activity of the first ones, which together
cooperate in order to represent a distributed and well stereotyped motor program.

Results. We recorded from dorsal premotor cortex (PMd) of two monkeys required to reach quickly a target ran-
domly appearing in one of two opposite peripheral positions (movement conditions) after a go-signal (no-stop trials),
but to withhold the movement whenever an intervening stop-signal was shown after a random delay (stop trials).
We selected recordings showing a significant increase, in at least one movement condition, of MUA activity during
no-stop reaction time (the epoch between the go signal and the movement onset). Sixty-one percent (68/112) of
these recordings are characterized by a sharp upward transition (SUT) of the MUA signal, the time of which is
strongly correlated with the movement onset at the single trial level. On average, upward transitions precede the
movement onset by 110 ms and are completed in less than 100 ms.

The predictive value of the SUT time of occurrence is strengthened by the behavioral outcome of the stop trials. In
‘'wrong' stop trials, when the monkeys fail to cancel the movement, an early SUT is observed while either none or
later SUT are observed in correct’ stop trials. Taken together, the evidences from stop and no-stop trials support
the speculation that the occurrence of a SUT in PMd is causally related to movement onset. In a sizable fraction
of the recordings during the reaction times, the MUAs have a bimodal distribution, which suggests the existence of
two preferred levels of firing rates; this is consistent with observations from single unit recordings [2] and compatible
with attractor-like dynamics of the probed neuronal population [1,3,4]. We furthermore probed during reaction time
the Fourier spectral features of the raw electrophysiological signal in 20 ms sliding windows. Low-activity and high-
activity periods show clearly different modulations of the spectral power in medium (50-230 HZ) and high-frequency
(230-1080 Hz) bands. MUA with unimodal distributions do not show the above modulation of power spectra; their
transitions can be thought to be driven by the input they receive from other reverberating modules.

Simulations of multiple populations of synaptically coupled leaky integrate-and-fire neurons with recurrent excitation
and inhibition [4] reproduced qualitatively well the observed MUA dynamics. In particular, randomness in SUTs
emerges from intrinsic fluctuation of spiking activity. For strong enough AMPA/NMDA recurrent couplings, sim-
ulations reproduced both bimodal distributions of firing rate and spectral modulations observed from experiments,
reinforcing the picture of neural populations capable of multi-stable dynamics and high input susceptibility, supported
by local activity reverberation, as a plausible interpretation of experimental evidence.
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Synaptic plasticity is thought to underlie learning and memory, but the mechanisms that give rise to observed changes
in synaptic efficacy are still poorly understood. Numerous experiments have shown how synaptic efficacy can be in-
creased (LTP) or decreased (LTD) purely by presynaptic stimulation at different frequencies, doublets of pre- and
postsynaptic spikes, spike-doublets at different frequencies and spike-triplets. A few experiments suggest that these
long-term synaptic changes are all-or-none switch-like events between discrete states. Models addressing the issue
of maintenance of the synaptic state during the early phase of LTP/LTD show that signaling cascades influencing
calcium/calmodulin-dependent protein kinase 1l (CaMKII) phosphorylation and dephosphorylation could give rise to
a binary switch durably maintaining the synaptic state. However, a mechanistic model explaining how the biological
machinery present at the synaptic site can lead to the experimentally observed synaptic changes is still lacking. In
particular, it has been shown difficult in modeling studies to account for all plasticity outcomes evoked by various
experimental stimulation protocols.

We present a model of a single synapse submitted to trains of pre- and postsynaptic spikes evoking calcium tran-
sients. The synaptic efficacy is taken to be proportional to the phosphorylation level of a kinase (e.g. CaMKII)
and has two stable fixed points at resting conditions, endowing the system with bistability. Changes of the synaptic
efficacy are driven by de- and phosphorylation processes which themselves are driven by calcium elevations. De- or
phosphorylation are activated as long as the calcium concentration stays above the de- or phosphorylation threshold,
respectively. The response of the synapse model to various experimental protocols known to induce synaptic plasticity
experimentally is studied numerically and analytically.

We show that the proposed simple yet biologically founded synapse model reproduces qualitative plasticity results
by virtue of two opposing pathways — protein de- and phosphorylation — that activate at distinct calcium levels. In
particular, the model explains how: (i) low frequency pre-synaptic stimulations induce LTD while high frequency
stimulations induce LTP; (ii) pre before post spike-doublets at intermediate frequency induce LTP while post before
pre doublets induce LTD; (iii) only LTD is induced at low frequency by post-pre doublets, and doublets at high
frequency induce LTP independent of pre-post timing; (iv) there is an asymmetry between pre-post-pre and post-
pre-post triplets, i.e. our model shows potentiation for post-pre-post triplets and no change for pre-post-pre triplets.
In a step towards more realistic activity patterns, we investigate synaptic changes induced by pre- and postsynaptic
Poisson firing at different rates.

In all these scenarios, we present analytical calculations of transition probabilities between the two stable synap-
tic states, which allow us to understand in detail how experimental plasticity outcomes are related to the underlying
synaptic machinery. We can furthermore make predictions about how changes in the calcium dynamics or the de- and
phosphorylation pathways affect synaptic plasticity results. The model demonstrates that synaptic changes driven by
calcium transients evoked by pre- and postsynaptic activity patterns reproduce naturally the nonlinearities of observed
plasticity outcomes.
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The neurophysiological basis of learning and memory is commonly attributed to the modification of synaptic strengths
in neuronal networks. Recent experiments suggest also a major role of structural plasticity, including elimination and
regeneration of synapses, growth and retraction of dendritic spines, and remodeling of axons and dendrites [1].
Here, | develop a simple model of structural plasticity and synaptic consolidation in neural networks and apply it
to Willshaw-type network models of distributed associative memory [2]. The model assumes synapses with discrete
weight states. Synapses with low weights have a high probability of being erased and replaced by novel synapses
at other locations. In contrast, synapses with large weights are consolidated and cannot be erased. Analysis and
numerical simulations reveal that this model can explain various cognitive phenomena much better than alternative
network models employing synaptic plasticity only.

In previous work, | have shown that networks with low anatomical connectivity employing structural plasticity in
coordination with stimulus repetition (e.g., by hippocampal memory replay) can store much more information per
synapse by 'emulating’ high effective memory connectivity close to potential network connectivity [2]. In this work, |
present additional simulations and analyses suggesting that networks employing structural plasticity suffer to a much
lesser degree from catastrophic forgetting than models without structural plasticity [3] if the number of consolidated
synapses remains sufficiently low. The reason for this effect is that early memories get stored with a higher effective
connectivity than recent memories. Therefore the ability to learn new items fades gradually without affecting remote
memories. The same effect may explain Ribot gradients in retrograde amnesia much better than previous models
relying on gradients in replay time [4].

Another salient feature of memory is the spacing effect [5] where learning new items is more effective if rehearsal is
spread out over time compared to the case when rehearsal is done in a single time block. For example, rehearsing a
list of vocabulary two times for ten minutes each is more effective than doing a single rehearsal for twenty minutes.
The spacing effect is a remarkably robust phenomenon and can be found in many explicit and implicit memory
tasks in humans and many animals being effective over many time scales from single days to months. This suggests
that there should be a very general learning mechanism underlying the spacing effect. However, current explanations
rather suggest very specific mechanisms referring to detailed implementations of memory systems including attention,
novelty, and context processing. While these explanations may well account for some detailed characteristics of the
spacing effect in some specific memory tasks, | suggest that the common underlying mechanism at the cellular level is
structural plasticity in sparsely connected neural networks. This is supported by simulation experiments and analyses
showing that simple models of structural plasticity and consolidation robustly reproduce the spacing effect. The
interpretation is that ongoing structural plasticity can reorganize the network during the long time intervals between
two rehearsal periods by growing a lot of new synapses at potentially useful locations. Therefore, subsequent training
can strongly increase effective memory connectivity and thus reduce retrieval noise. In contrast, single block rehearsal
can increase effective memory connectivity only slightly above anatomical connectivity. This leads to the hypothesis
that the spacing effect is as robust and general as observed in various experimental paradigms because structural
plasticity is a ubiquitous feature of many neural networks in the human and animal brain. The spacing effect occurs
over many time scales because also structural plasticity works over many different time scales corresponding to
elimination and regeneration of synapses, spines, axons, and dendrites, ranging from minutes to months or even
years.
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Desynchronization of neuronal dynamics is highly relevant, occurring for example in pathological synchronized neu-
ronal activity involved in Parkinson tremor or in epileptic seizures [1-3]. Several mechanisms for desynchronization
have been proposed and are based on heterogeneity, noise, or delayed feedback [1-6]. Here we reveal a different
desynchronization mechanism based on the neuron’s partial response to supra-threshold inputs [7-9]. In medical
applications, desynchronization may be controlled by appropriate low-level drugs that change a neuron's intrinsic
response properties.

Typically, a spike generated at the soma affects the dendritic part only indirectly due to intra-neuronal interactions.
Thus excitatory input charges may partly remain on the dendrite and contribute to the membrane potential integra-
tion after the reset at the soma [10-12]. Several multi-compartment models have been proposed to characterize this
effect. For instance, in a two-compartment model [13] of coupled dendrite and soma, the membrane potential at the
soma is reset after spike emission, while the dendritic dynamics is affected only by the resistive coupling to the soma.

Here we propose an idealized neural network model that captures the partial response to residual input charges after
spike emission by a partial reset. We analytically study the effect of the partial reset onto the collective network dy-
namics and uncover a desynchronization mechanism that causes a sequential desynchronization transition: In globally
coupled neurons an increase in the strength of the partial response induces a sequence of bifurcations from states
with large clusters of synchronously firing neurons, through states with smaller clusters to completely asynchronous
spiking. The mechanism is robust against structural perturbations in the network and neuron properties.

We link our simple model to biophysically more detailed ones by comparing spike time response curves (STRCs).
STRCs encode the shortening of the inter-spike intervals (ISI) following an excitatory input at different phases of the
neural oscillation. An excitatory stimulus that causes the neuron to spike will maximally shorten the ISl in which the
stimulus is applied. Additionally the following ISl is typically affected as well. This effect can be characterized by an
appropriately chosen partial reset in our simple system.

We find a similar desynchronization transition in networks of two-compartment conductance based neurons when
varying the resistive coupling between soma and dendrite. By linking the two-compartment neuron model via STRCs
to our simple model we observe a change in the partial reset strength and identify it as the underlying desynchro-
nization mechanism.
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A marked feature of sensory neurons is their propensity to respond more strongly to transient rather than to steady
stimuli. While a variety of mechanisms, like short-term depression and spike rate adaptation, boost responses to
higher temporal frequencies, change detection as a key aspect of sensory processing remains largely unexplored. To
test this hypothesis, we use a novel probabilistic framework and show quantitatively the importance of feed-forward
inhibition in detecting sudden 'appearance’ of stimuli. The model accounts for some coding strategies in the early
visual system and suggests a neuronal microcircuit that could achieve this function.

Assuming Markov dynamics of real world stimuli and Poisson input spike trains, we derive an ideal observer that
computes on-line the probability of a sudden stimulus appearance by reading out changes in input firing rates. The
resulting integration dynamics resembles that of real neurons. It predicts a biphasic, nonlinear synaptic integration
consisting of a fast, transient excitation followed by a slower long lasting inhibition. The same stimulus exciting the
cell at short delays inhibits it at longer ones. However, the properties of this integration (i.e. the strength and time
constants of excitation and inhibition) depend on the temporal statistics of stimuli and the reliability of input spike
trains.

We then explore what this general framework implies for neural coding in terms of temporal receptive fields (tRFs),
contrast adaptation and spike-time precision in early visual areas. We found that our model reproduces the firing
statistics of the retina and LGN in response to time- (and contrast-) varying stimuli. Particularly, sharp peaks in the
resulting PSTH are well described. The predicted tRFs resemble those of 'ON" and "OFF' retinal ganglion cells and
LGN cells. Interestingly, as a result of model nonlinearities, their shape adapts to input contrast as experimentally
reported. Integration dominates at low contrasts, while temporal derivation occurs at higher ones. Moreover, in
agreement with experimental data, the bursts of spikes obtained are preceded by strong inhibition while isolated
spikes are not.

As a biophysical implementation of this adaptive change detection model, we suggest a microcircuit that is commonly
observed in many sensory areas. Namely, a pyramidal neuron targeting another pyramidal neuron both directly with
a depressing synapse and indirectly with a facilitating synapse through an inhibitory interneuron. Finally, we show
how this inhibition modulates the performance in detection and discuss its more general role in sensory processing
over different timescales.
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Introduction. Neuron morphology plays an important role in defining synaptic connectivity. Clearly, only pairs of
neurons with closely positioned axonal and dendritic branches can be synaptically coupled. For excitatory neurons in
the cerebral cortex, such axo-dendritic oppositions, or potential synapses, must be bridged by dendritic spines to form
synaptic connections. To explore the rules by which synaptic connections are formed within the constraints imposed
by neuron morphology, we compared the distributions of the numbers of actual and potential synapses between
pre- and post-synaptic neurons forming different laminar projections in rat barrel cortex. Quantitative comparison
explicitly ruled out the hypothesis that individual synapses between neurons are formed independently of each other.
Instead, the data are consistent with a cooperative scheme of synapse formation, where multiple-synaptic connections
between neurons are stabilized, while neurons that do not establish a critical number of synapses are not likely to
remain synaptically coupled.
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Local cortical circuits often exhibit highly irregular spiking dynamics that appears to be random. Such irregular
dynamics are commonly considered as a 'ground state’ of cortical circuits. In a fundamental work, van Vreeswijk and
Sompolinsky [1] suggested that a 'chaotic balanced state’ underlies this irregular cortical activity. In such a state,
strong inhibitory and excitatory inputs to each neuron balance on average and only the fluctuations generate spikes.
Moreover, the original high-dimensional network dynamics and a slightly perturbed version of it rapidly diverge from
each other, suggesting that chaos is the dynamical mechanism that induces irregularity. Here we show analytically and
numerically that irregular balanced activity may equally well be generated by collective dynamics that is not chaotic
but stable almost everywhere in state space. This dynamics has the same coarse statistical features as its chaotic
counterpart (see figure). Our results reveal that chaos is not necessary to generate irregular balanced activity in an
entire class of deterministic spiking neural networks. Most importantly, the results also indicate that not chaos or
stochasticity, but some other dynamical mechanism may actually underlie the irregularity observed in cortical activity.
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Figure. Irregular dynamics in purely inhibitory (a-c) and inhibitory and excitatory (d-f) coupled
random networks of identical leaky integrate-and-fire neurons (N=400). Starting with a network
where all connections are inhibitory, we consecutively replace inhibitory connections by excitatory
ones. We reduce the external current to keep the average input to a single cell constant. Whereas
the spiking activity is similar and highly irregular in both regimes, we demonstrate that the first one
is stable while the second one is chaotic. (a,d) The upper panel displays the spiking times (blue lines)
of a subset of 40 neurons. The lower panel displays the membrane potential trajectory of one single
neuron. (b,e) Histogram of mean firing rates, vi. (c,f) Histogram of the coefficients of variation,
CVi, averaged over time.
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Introduction. In the primary visual cortex (V1), single cell responses to simple visual stimuli (drifting gratings) are
usually strong but with a high trial-by-trial variability. In contrast, when exposed to full field natural scenes with
simulated eye movements, the firing patterns of these neurons are sparse but highly reproducible over trials [1]. So
far the mechanisms behind these two distinct different response behaviours are not yet fully understood. Different
mechanisms are candidates for controlling spike timing precision and models are needed to clarify their respective
contribution, which may be of thalamic or intracortical origin. As a first step, we investigated which aspects of the
neuronal dynamics can be explained by balanced feedforward excitation and inhibition and its dependency upon the
spatio-temporal statistics of the different stimuli. We built a simple model of the early visual system (LGN,V1).
The thalamocortical connectivity was similar to the gpush-pullh architecture used in [2], with additional depressing
thalamocortical synapses [3]. The model was written in PyNN [4] using NEST [5] as simulator. Indeed, the model
can reproduce the main response characteristics of first-order thalamo-cortical neurons in layer 4 of cat V1. Dur-
ing drifting gratings, excitatory and inhibitory conductances of cortical neurons were anti-correlated [6,7], such that
excitation can be freely integrated and induce multiple spikes. In contrast, during natural scenes the conductances
were correlated, with inhibition lagging by few milliseconds [1,8]. This small lag between excitation and inhibition
induces a strong selectivity to synchronous inputs, with a consequence that the responses became sparse and precise.
However, some key aspects of the in vivo recordings in cat area V1 cannot be explained, such as selective reduction
of stimulus-locked subthreshold noise during natural scene viewing, precise firing during fixational eye-movements
and center-surround non-linearities, opening the door for future investigation about the role of intra-cortical recurrent
connectivity in further shaping the neuronal responses to natural images. In conclusion, our study points that cor-
related inhibition can explain, at least in part, sparse and reliable spiking activity as observed in response to natural
scenes. This is consistent with its role reported from other sensory modalities and cortical areas [8]. Thus correlated
excitation and inhibition could be a general mechanism to induce sparse and precise spiking in the nervous system.
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Studies of neural networks and the processes they control frequently employ recording techniques to determine tem-
poral patterns of activity within individual neurons and their interactions. Neuroinformatics is the rapidly growing
science that addresses the manipulation and analysis of the vast volumes of data generated from such techniques.
However, although these data are often difficult and expensive to produce, they are rarely shared and collaboratively
exploited, and dissemination of new analysis methods may be restricted by issues of software and file compatibility.
CARMEN (Code Analysis, Repository and Modeling for e-Neuroscience) aims to address these issues by creating an
environment for handling time series data and for deploying analysis algorithms using distributed computing technol-
ogy.

The CARMEN infrastructure builds heavily on software developed in previous e-science projects. The 'Cloud’ archi-
tecture allows the co-location of data and computation (avoiding the need to repeatedly transfer large quantities
of data) and enabling users to conduct their science through a web browser. The data handling capabilities of the
CARMEN portal have recently been deployed, enabling registration of users and upload of data files. The primary
data consists mainly of files of electrophysiological data, for which we use Storage Resource Broker to manage the
distributed store. To provide a description of experimental protocols, an extensible metadata schema has been de-
veloped [1] and implemented using templates to avoid the necessity of re-entering values for common protocols. A
security layer enables the contributor to control access rights to both the data and metadata, so that the originator
and collaborators can share and analyze the data in a private environment until publication when the data may be
made public. This repository satisfies the requirements of funding agencies to make research output publicly available
and provides a resource for computational neuroscientists.

The project consortium is developing new analysis methods including spike detection services that use wavelet and
morphology techniques [2], a spike sorting methodology that extends WaveClus [3], information theoretic analysis
and Bayesian network analysis to determine causal relations, and algorithms for resolving spike synchrony. An as-
sociated thick client tool, Signal Data Explorer, provides data visualization, signal processing and pattern matching
capabilities. Because analysis applications need to be executed on a wide range of data formats, we have specified a
uniform file and format structure for data sharing and communication between applications [4]. We are implementing
an enactment engine to enable linking of applications into more complex and user-defined workflows.
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As in all areas of science, the interplay between experiment and computational theory is essential for making progress
in understanding the brain. However, unlike many areas of science in which experimental data are routinely made
publicly available, in neuroscience the normal procedure is that neurophysiology data is only available through direct
contact with the experimentalists who produced the data. This paradigm greatly limits the accessibility of neuro-
physiology data, hindering effective progress in computational neuroscience. To help remedy this situation, the online
repository CRCNS.ORG was created in 2008 to publicly disseminate high-quality neurophysiology data sets from
various systems and species [1]. The goals of the repository are to serve the communities of Computational and
Systems Neuroscience by providing experimental data for testing new algorithms for data analysis and modeling, and
to also help experimentalists by sharing stimuli and software tools for designing experiments for which the results
can be directly compared to previously obtained data. In addition, the CRCNS.ORG website provides forums and a
"Market Place’ for researchers and students to discuss and get help using data sets or other resources. We hope this
approach will facilitate the creation of on-line communities of people interested in solving particular problems and
that their exchange of information will also facilitate faster progress in computational neuroscience.

To illustrate how our system works, electrophysiological and behavioral (eye movement) data sets are available in
the repository; the procedure by which experimentalists who wish to contribute data to the repository may do so can
be easily mastered. Current data sets include single unit and multiunit recordings from the primary visual cortex of
both macaque and cat, recordings from rat auditory cortex and thalamus, simultaneous recordings from two auditory
brain regions in zebra finch, simultaneous recordings from rat hippocampus, and human eye movements. Envisioned
enhancements to the repository include a new scheme for storing neurophysiology data that allows the data and
metadata to be accessible using on-line web applications for both visualization and simple analysis. Having data
available on-line in this way will greatly simplify the process of initially examining data because it alleviates the need
to download a large data set and setup local client applications to use the data set. It is expected that the new
storage scheme will also be useful for improving the organization of data stored within a laboratory. There remain
opportunities and obstacles of publicly sharing neurophysiology data in the light of feedback that CRCNS.ORG has
received from data users and contributors.
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Introduction

The INCF Japan-node at RIKEN BSI coordinates activities of neuroinformatics research in Japan. Committees from
selected research areas have developed their platforms (PFs) on the base platform system XooNlps
(http://xoonips.sourceforge.jp/). Currently eight platforms are opened accessible in public (http://www.neuroinf.jp/):
Visiome PF, Brain-Machine Interface PF, Invertebrate Brain PF, Neuroimaging PF, Integrative Brain Research PF,
Cerebellar Development Transcriptome Database, Cerebellum PF, Dynamic Brain PF. Simulation PF is under de-
velopment. It is based on a virtual machine technology that provides for testing models and/or software on each
platform, including models on ModelDB at SenselLab.

Visiome Platform

Increasingly, researchers have a need for published data that can be archived so that they can be accessed, up-
loaded, downloaded and tested. The Visiome Platform (http://platform.visiome.neuroinf.jp/) [1] is being developed
to answer this need as a web-based database system with a variety of digital research resources in vision science.
This includes contents such as mathematical models, experimental data, illusion designs, visual stimulus generation
codes, demonstration movies and analytical software tools. Since reproducibility is a key principle of the scientific
method, it is essential that published results be testable by other researchers using the same method. However, for
example, most modeling articles do not contain enough information to reproduce and verify the results due to lack
of initial conditions, incomplete parameter values and so on. The Visiome Platform has been designed to make the
items reusable. Users can browse the Platform to surf the field of vision science or seek specific topics of interest.
The Platform accepts and provides archive files including any formats of model, data or visual stimulus with files of
explanatory figures, program sources, 'readme’ and other related files. Models we have developed are now browsed
and downloaded, and users can reproduce simulation results described in the original papers. The Visiome Platform
contains a growing collection of the published model/tools and supports the field of neuroinformatics by making
high-quality models readily available.

Simulation Platform

Each platform under the J-node contains a variety of computational models as well as research papers, experimental
data and analysis tools, all of which will enable the researcher to share knowledge on neuroscience and to accelerate
their research. Although a number of computational models are available on other platforms and databases, preparing
the environment to carry out simulations using these models is still inconvenient. If a model is written for neural
simulators such as NEURON or GENESIS, we must install these simulators on our computers. If a model is written in
MATLAB, one must purchase MATLAB, even for a trial run. Thus, we are launching a web computing service called
Simulation Platform (SimPF) [2]. Users can run a trial of models that are registered on neuroinformatics databases
such as ModelDB and platforms under J-node. All procedures use a web browser and do not install any software on
local computers. A user is asked to upload a script of a model to SimPFand, then SimPF assigns a virtual machine
(VM) for the user from SimPF clouds and connects the VM automatically to the user's browser via the VNC (Virtual
Network Computing) protocol. In summary, SimPF lets the users be free from preparing the environment to carry out
simulations and thereby supporting and speeding up their research. We hope it can be also used to validate models
for journal reviews.
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The complexity of neurophysiology data has increased tremendously over the last years,
especially due to the widespread availability of multi-channel recording techniques. With
adequate computing power, the current limit for computational neuroscience is the effort
and time it takes for scientists to translate their ideas into working code. Advanced
analysis methods are complex and often lack reproducibility on the basis of published

descriptions. To overcome this limitation we developed FIND (Finding Information in
HD Neural Data; [1]) as a platform-independent, open-source framework for the analysis of
neuronal activity data based on Matlab (Mathworks).

Here, we outline the structure of the FIND framework and describe its functionality, our measures of quality control,
and the policies for developers and users [2]. Within FIND, we have developed a unified data import from various
proprietary formats, simplifying standardized interfacing with tools for analysis and simulation. The toolbox FIND
covers a steadily increasing number of tools. These analysis tools address various types of neural activity data,
including discrete series of spike events, continuous time series and imaging data. Additionally, the toolbox provides
solutions for the simulation of parallel stochastic point processes to model multi-channel spiking activity. We will
illustrate the functioning of FIND by presenting examples of its application to different types of experimental data[3,4],
both from in vitro and in vivo recordings, and of recording data from simulated network models [5,6].
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Neuroscientists are increasingly gathering large time series data sets in the form of multichannel electrophysiological
recordings, EEG, MEG, fMRI and optical image time series. The availability of such data has brought with it new
challenges for analysis and has created a pressing need for the development of software tools for storing and analyz-
ing neural signals. In fact, while sophisticated methods for analyzing multichannel time series have been developed
over the past several decades in statistics and signal processing, the lack of a unified, user-friendly platform that
implements these methods is a critical bottleneck in mining large neuroscientific datasets.

Chronux (www.chronux.org) is an open source software initiative that aims to fill this void by providing a comprehen-
sive software platform for the analysis of neural signals. It is a collaborative research effort currently based at Cold
Spring Harbor Laboratory that has grown out of the work of several groups [1-5]. The current version of Chronux
includes a Matlab toolbox for signal processing of neural time series data, several specialized mini-packages for spike
sorting, local regression, audio segmentation and other data-analysis tasks typically encountered by a neuroscientist,
and a user interface (Ul) designed specifically for analysis of EEG data. The eventual goal is to provide domain
specific Uls for each experimental modality, along with corresponding data management tools. In particular, we
expect Chronux to support analysis of time series data from most of the standard data acquisition modalities in use
in neuroscience. We also expect it to grow in the types of analyses it implements. This talk provides an overview
of the platform, emphasizing the spectral analysis toolbox and the EEG Ul. We also illustrate the use of Chronux in
selected recent publications.
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S6 Closed-loop electrophysiological experiments and metadata management with
RELACS and LablLog

Jan Benda, Jan Grewe

Department Biology Il, Ludwig-Maximilian University, 82152 Martinsried, Germany
Contact: Jan Benda (benda®@bio.Imu.de)

For many electrophysiological experiments, time is precious. Online analysis and visualization, automated experimen-
tal protocols, and closed-loop experimental designs that generate stimuli based on the recorded responses considerably
improve the yield of a recording. For example, simply displaying processed results online in addition to the raw volt-
age traces already gives the experimenter valuable quantitative information during a running experiment. Probing
the neuron with stimuli that are outside its dynamic range can be avoided. Advancing individual electrodes can be
automated, increasing the chances of a dual recording.

In addition, closed-loop experiments are the basis for novel experimental designs [1]. For example, stimulus parame-
ters can be tuned iteratively to find the optimal stimulus that maximizes the mutual information between the stimulus
and the evoked spike-train response. Also, finding sets of stimulus parameter that result in the same response can
be implemented much more efficiently on a closed-loop system. This iso-response method is a powerful method for
characterizing neuronal filter properties.

RELACS [2] is a fully customizable software platform specifically designed for closed-loop electrophysiological ex-
periments. Filters and spike detectors can be applied instantly on the recorded potentials. Freely programmable,
hardware-independent C++ plugins can access the preprocessed data for further online analysis, visualization, and
stimulus generation.

Data can be reused much more easily if they are annotated with metadata that specify the conditions under which
the dataset has been recorded, describe the applied stimuli and provide general information about the recorded cell
and the experimental setup, as well as an outline of the experimental objectives. RELACS automatically stores most
of such metadata during each recording.

The metadata are stored in a MySQL database that is managed by LablLog [3]. This way, the recorded metadata
are immediately secured for long-term data management and data mining purposes. Early and automatic handling
of the data and their metadata is one of the key issues for data sharing with colleagues or dealing with public data
repositories. Since metadata play a fundamental role for data management, data sharing and data analysis, an
interface definition is needed. We therefore propose a simple XML schema that specifies metadata by properties
(extended key-value pairs) that are organized in a hierarchical structure. Within this schema, we suggest a common
and extensible vocabulary for key properties to make the metadata understandable across applications.

References

1. Benda J, Gollisch T, Machens CK, Herz AVM: From response to stimulus: adaptive sampling in sensory
physiology. Curr Opin Neurobiol 2007, 17: 430-436.

2. RELACS - Relaxed Electrophysiological Data Acquisition, Control, and Stimulation [http://www.relacs.net].

3. LablLog - Laboratory Logbook [http://lablog.sourceforge.net].
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S7 Caring for the environment: The blooming 'Python in Neuroscience’ ecosystem
Eilif Muller!, Andrew P. Davison?

!Laboratory for Computational Neuroscience, Ecole Polytechnique Fédérale de Lausanne, Switzerland
2Unité de Neurosciences Intégratives et Computationnelles, CNRS, Gif-sur-Yvette, France

Contact: Eilif Muller (eilif. mueller@epfl.ch)

Recent years have seen a bloom in adoption of the Python environment in Neuroscience [1]. Widely used simulators,
such as NEURON and NEST, have recently deprecated legacy programming interfaces in favor of modern yet mature
Python equivalents [2,3] as complex work-flows flourish in the modern, expressive and intuitive Python language with
its thriving ecosystem of both Neuroscience specific and general-purpose modules.

This shift to a standard general-purpose interpretive language, widely used outside of Neuroscience, has engulfed
the simulator development community relatively rapidly and without central coordination. A plausible explanation is
that the field was in critical need of the solutions Python offers. Python allows simulation developers to outsource
interpreter development to the computer science community, while unifying simulation with analysis work-flows tra-
ditionally performed in MATLAB. Python has powerful parallel computing features without restrictive licensing costs
and opens new possibilities to implement the on-going interoperability needs of the field [4]. Specifically, it has made
PyNN possible, a shared API between NEURON, NEST, PCSIM and Brian with support for MOOSE/Genesis 3 and
NeuroML export in development [5].

PyNN facilitates the development of conceptually satisfying and productivity boosting higher level modeling concepts
in a simulator-agnostic way while still allowing simulator-specific optimization, with an elegant side effect: The soft-
ware investments required for making use of exotic neuron solvers such as the FACETS VLSI neuromorphic hardware
(http://www.facets-project.org) are minimized, as all state-of-the-art work-flow infrastructure is available once basic
API compliance is implemented. Porting existing models implemented using the PyNN API to such platforms be-
comes trivial and verification is straightforward in comparison to results obtained using NEURON or NEST.

For students, Python is an attractive alternative to the traditionally domain-specific languages of the field, as com-
petence thereof represents a widely recognized practical and employable skill. As such, long running courses like the
Advanced Course in Computational Neuroscience (http://www.neuroinf.org/courses/EUCOURSE/F09) have started
to feature Python as an important part of their curriculum.
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Workshops

W1 Anaesthesia and sleep: recent experimental and theoretical aspects
Room 3 (BBAW), Thursday 23rd, 9:00-12.00 & 13:30-16:30

Axel Hutt
Chargé de Recherche, INRIA CR Nancy - Grand Est Equipe CORTEX CS20101, 54603 Villers-lés-Nancy
Cedex, France. E-mail: axel.hutt®loria.fr

General anaesthesia (GA) has attracted much research attention in recent years since new experimental findings on
the molecular action of anesthetic agents shed some more light on the underlying mechanisms. In addition several
theoretical models have been developed in recent years which, for instance, reproduce the power spectrum changes in
EEG during anesthesia. Interestingly sleep shows similarities to anesthesia, such as the loss of consciousness. Further
the thalamus seems to play an important role both in GA and sleep. Hence it is assumed that both phenomena are
based on similar neuronal mechanisms. The workshop aims to present some recent aspects on the modeling and
the experimental side of both phenomena and hence allows for an interaction of both research fields.

W2  Methods of Information Theory in Computational Neuroscience

Salon Heine (Hilton), Wednesday 22nd, 9:00-12.00 & 13:30-16:30 and Thursday 23rd, 9:00-12.00 & 13:30-
16:30

Aurel A. Lazar
Department of Electrical Engineering, Columbia University

Alexander G. Dimitrov
Center for Computational Biology, Montana State University

Methods originally developed in Information Theory have found wide applicability in computational neuroscience.
Beyond these original methods there is a need to develop novel tools and approaches that are driven by problems
arising in neuroscience.

A number of researchers in computational/systems neuroscience and in information/communication theory
are investigating problems of information representation and processing. While the goals are often the same, these
researchers bring different perspectives and points of view to a common set of neuroscience problems. Often they
participate in different fora and their interaction is limited.

The goal of the workshop is to bring some of these researchers together to discuss challenges posed by neuroscience
and to exchange ideas and present their latest work.

The workshop is targeted towards computational and systems neuroscientists with interest in methods of information
theory as well as information/communication theorists with interest in neuroscience.
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W3 PhD and Postdoc Career Development Workshop
Leibniz Hall (BBAW), Wednesday 22nd, 18:00-21:00

Lars Schwabe
Dept. of Computer Science and Electrical Engineering, Inst. of Computer Science, Adaptive and Regener-
ative Software Systems, University of Rostock, Germany, E-mail: lars.schwabe@uni.rostock.de

Most of the attendances of the Computational Neuroscience Conference probably agree that studying the
brain and the nervous system is a stimulating intellectual challenge with a multitude of applications. Since
the brain and the nervous system are among the most complex organs, understanding it requires the most
sophisticated tools, instruments, and methods. In other words, our field requires broad thinkers with outstanding
analytical, mathematical, technical and quantitative skills. When being close to the end of your PhD work or
already in a so-called Postdoc position, you might already be such a broad thinker with many skills. But what's next?

This workshop is about you and your career. We will have presentations tailored for PhD students close to
the end of their PhD work, who search for funding opportunities and positions, and presentations for Postdocs, who
search for ways of funding their own independent research. Moreover, we will also have field reports of people, who
successfully applied for funding and who can talk about all those issues, which might be useful when you plan the
next steps in your career. The workshop closes with a round-table discussion (approx. 30 min) with the speakers,
some senior faculty and postdocs from our field. The idea behind this round-table discussion is to have the senior
faculty outline their view of an 'ideal' postdoc candidate and to give hints for applying for postdoc positions as
well as tips for the transition to your own independent research and group. All talks are scheduled together with a
short discussion. The round-table discussion, which is another opportunity to ask questions, and selected talks will
be recorded and published as a podcast (similar to the Nature Jobs podcast).

W4  Large Cortical Oscillations: Mechanistic and Computational Aspects

Salon Humboldt (Hilton), Wednesday 22nd, 9:00-12.00 & 13:30-16:30 and Thursday 23rd, 9:00-12.00 &
13:30-16:30

Caroline Geisler
Center for Molecular and Behavioral Neuroscience, Rutgers University, Newark, NJ, USA.

Horacio G. Rotstein
Department of Mathematical Sciences, New Jersey Institute of Technology, Newark, NJ, USA.

Oscillatory activity at various frequency ranges have been observed in various areas of the brain (hippocampus,
entorhinal cortex, olfactory bulb among others), and are believed to be important for cognitive functions such as
learning, memory, navigation and attention. These rhythms have bee studied at the single cell level, as the result
of the interaction of a neuron's intrinsic properties, at the network, as the result of the interaction between the
participating neurons and neuronal populations in a given brain region, and at higher levels of organization involving
several of these regions. The advances in this field have benefited from the interaction between experimental and
theoretical approaches. The purpose of this workshop is to bring together both experimentalists and theorists with
the goal of discussing their results and ideas on the underlying mechanisms that govern the generation of these
rhythms at variouls levels of organization, and their functional implications for cognition.
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W5  Modeling Migraine: From Nonlinear Dynamics to Clinical Neurology

Room 1 (BBAW), Wednesday 22nd, 9:00-12.00 & 13:30-16:30 and Thursday 23rd, 9:00-12.00 & 13:30-
16:30

Markus A. Dahlem
Institut fiir Theoretische Physik, TU Berlin

Sebastiano Stramaglia
Physics Department of the University in Bari, Italy

A World Health Organization report lists migraine as number four of the most disabling chronic medical disor-
ders. The focus of the workshop is on modeling the pathophysiological processes underlying migraine with aura,
a process called cortical spreading depression (CSD). CSD is a nearly complete depolarization of brain cells with
massive redistribution of ions between intracellular and extracellular compartments. CSD evolves as a nonlinear
wave in gray matter regions of the brain. A review entitled 'Pathophysiology of the migraine aura — The spreading
depression theory’ summarizes the key features of CSD and its links to migraine [1]. Several mathematical models
of nonlinear cortical dynamics have been suggested [2] and neural network models describe well the neurological
symptoms experienced during migraine [3]. Hadjikhani et al. observed in human several characteristics of CSD
using high-field functional magnetic resonance imaging (fMRI) during visual migraine aura [4], and the first direct
electrocorticographic recordings were performed demonstrating the existence of CSD in acutely injured human [5].
Neurological aura symptoms can be extremely variable as documented in illustrations and descriptions collected on
the Migraine Aura Foundation website (www.migraine-aura.org) and provide a window on brain functions [6].

W6  Automated Parameter Fitting for Compartmental Models
Room 3 (BBAW), Wednesday 22nd, 9:00-12.00 & 13:30-16:30

Erik De Schutter
Okinawa Institute of Science and Technology, Japan

Several factors have caused an increase in the demand for methods that are able to automatically fit the parameters
of neuron models. More and more computing power becomes available to neuroscientists so is less difficult to
extensively explore the fitness landscape created by, for example, varying the densities or kinetics of the ion channels
in a neuron model. Because of the detail used in some compartmental neuron models, it is becoming difficult to
hand-tune these parameters. Also the advent of massive modeling efforts like the Blue Brain project has increased the
number of cell types that need to be modeled, and the effort that is put into the field. This workshop brings together
neuroscientists that have proposed different techniques to search the fitness landscape for optimal parameters that
generate neuron model output reproducing experimental data well. But while a lot of progress has been made we
are clearly not (yet) as good at parameter fitting as the integrate-and-fire modelers and a wide variety of approaches
are being pursued. The workshop will focus on methodological issues: speakers have been invited to give talks that
not only point to success, but also to failures or problems encountered.
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W7  Cortical Microcircuit Models of Information Processing and Plasticity
Leibniz Hall (BBAW), Thursday 23rd, 9:00-12.00 & 13:30-16:30

Vassilis Cutsuridis
Department of Computing Science and Mathematics, University of Stirling, Stirling FK9 4LA, U.K.

Thomas Wennekers
Centre for Theoretical and Computational Neuroscience, University of Plymouth, Plymouth, U.K.

The brain, from the neocortex to the spinal cord, consists of various parts that are built of repetitive microcircuits.
These circuits adapt to the specific functions they have to perform by means of synaptic plasticity. Understanding
what constitutes microcircuits and how they learn and interact is fundamental in the neurosciences, because
they form the interface from cell biophysics to higher cognitive functions. The goal of this workshop is to
provide a resume of the current state-of-the-art of the ongoing computational research avenues concerning cortical
microcircuits with particular emphasis on the functional roles of the various inhibitory interneurons in information
processing and synaptic plasticity. Computational network models that are tightly grounded on experimental data
are particularly welcome.

Specific aims:
e What is a microcircuit? What circuits have been identified?
e What elementary functions do microcircuits perform?
e What types of synaptic plasticity rules are used?
e How do microcircuits interact? How do they form larger functional networks?

e How do perception, action, attention, or learning and memory arise from local microcircuits and their global
interaction?

e How does the activation of a microcircuit show up in brain-signals on a larger scale like local field potentials,
surface EEG, or fMRI?

W8  Modeling neural mass action in brain networks using delay differential equations
Room 4 (BBAW), Wednesday 22nd, 13:30-16:30 & 18:00-21:00

Fatihcan M. Atay
Max Planck Institute for Mathematics in the Sciences, Leipzig, Germany

Thomas Knosche
Max Planck Institute for Human Cognitive and Brain Sciences, Leipzig, Germany

Information processing in the brain is largely based on dynamic interaction within a complex network of neurons.
Neural mass action plays an important role in this process and is, in contrast to single neuron activity, accessible
to non-invasive measurement by EEG, MEG and fMRI. Therefore, mathematical models for the dynamic behaviour
of interconnected neural masses are suitable for the description of the relationship between neural activity, brain
measurements and psychological functions. The finite transmission speed within these networks causes time delays
and creates special challenges for the mathematical treatment. In this workshop, techniques will be presented
and discussed, which (1) describe masses of neurons by their mean membrane potentials and firing rates, (2)
model interactions between these masses, in particular under consideration of time delays, (3) incorporate biological
knowledge into the models, (3) solve the resulting systems of delay differential equations effectively and (4) analyze
the dynamic properties of the models, in particular through bifurcation diagrams.
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W9  Olfactory learning and memory in insects

Room 2 (BBAW), Wednesday 22nd, 9:00-12.00 & 13:30-16:30 and Thursday 23rd, 9:00-12.00 & 13:30-
16:30

A. Yarali
Research Fellow, MaxPlanck Institute for Neurobiology, Martinstried, Germany. E-mail:
yarali@neuro.mpg.de

J. Wessnitzer
Research Fellow, University of Edinburgh, UK, E-mail: jwessnit@inf.ed.ac.uk

Summary:

The neural circuit underlying insect olfaction and olfactory associative learning is anatomically and physiologically
well-studied, calling for detailed computational models, which then can be challenged by the available knowledge
of insect olfactory behaviour. We aim to facilitate this process by bringing together the researchers from the
experimental and theoretical sides. On the 1st day, after an overview of the anatomy and the electrophysiology
of the insect olfactory pathway, we will discuss the available models pertaining to this circuit; such discussion will
be extended to pheromone processing as well. We will then consider the key behavioural phenomena, which such
models need to account for- e.g. effects of odour-similarity, processing of odour-mixtures. On the 2nd day, we will
evaluate the current knowledge on the sites and kinds of synaptic plasticity along the olfactory pathway as well
as the available computational models. Finally, we will discuss the key behavioural phenomena, which need to be
accounted for: effects of event-timing, memory dynamics, role of outcome expectation and motivation.

Program:

This workshop focuses on key issues in olfactory learning and memory research. Our aim is to bring together
researchers from the experimental and theoretical fields investigating the functioning of insect olfactory systems.
Our goal is to identify the key questions motivating interdisciplinary research, to map the range of theoretical
frameworks, empirical techniques and technologies currently used, and to bring together theoretical and experi-
mental researchers investigating insect olfaction. We want to address our research questions through conventional
short presentations by invited keynote speakers, selected workshop participants, discussion/ poster sessions. We
encourage demonstrations of computer simulations giving the participants opportunities to use and evaluate these
systems under the guidance of the designers.

W10 Activity-Dependent Structural Plasticity — from cell cultures to cortical net-
works
Salon Corinth (Hilton), Wednesday 22nd, 9:00-12.00 & 13:30-16:30

Markus Butz
Neuroinformatics Group, Dept. for Integrative Neurophysiology, VU University Amsterdam, E-mail:
mbutz@falw.vu.nl

Arjen Van Ooyen
Neuroinformatics Group, Dept. for Integrative Neurophysiology, VU University Amsterdam, E-mail: ar-
jen.van.ooyen@cncr.vu.nl

Recent trends in modelling activity-dependent network formation focus on the role of structural plasticity for home-
ostasis and self-organized criticality. Understanding the full range of principles guiding self-organization of neuronal
networks is relevant for repair of brain lesions (i.e. due to stroke) as well as for reorganization associated with learn-
ing. Recent time-lapse imaging studies of the living brain reveal new insights into how the brain rewires its networks
under physiological and pathological conditions. A main principal of this reorganization as shown by a wealth of
experimental data is the mutual interdependency of neuronal activity, neurotransmission and neural morphogenesis.
Here, we propose a one-day workshop for presenting theoretical approaches that complement concrete experimental
studies as these raise further questions for experimental testing. Thus, the workshop consists of four blocks of talks
each focussing on one particular aspect of structural plasticity. The discussion following each block of talks is to
exchange ideas between modellers and experimentalists.
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W11 Quantitative Models of Natural Behaviour

Salon Humboldt (Hilton), Wednesday 22nd, 18:00-21:00 and Salon Corinth (Hilton), Thursday 23rd, 9:00-
12.00 & 13:30-16:30 & 18:00-21:00

Aldo Faisal
Cambridge

Greg Stephens
Princeton

While we record the precision of an action potential with microsecond accuracy and characterize the impact
of single amino acids on protein function, we often describe the behavior of a whole organism by eye. We
seek to address this imbalance and sharpen our fundamental understanding of neural computation by organiz-
ing a 2 day workshop composed of an interdisciplinary set of speakers, both computational and experimental,
engaged in quantitative behavioral analysis of a variety of systems from bacteria via Drosophila and mice to humans.

The need for the quantitative study of behaviour in genetic organisms is becoming increasingly pressing,
as we can readily capture approximately exhaustive set of intrinsic behavioral coordinates as well as neural
recording and genetic manipulations. A major challenge in analyzing behavior is to discover an underlying
simplicity, which reflects the underlying mechanisms that generate it. Moreover such an analysis should preserve
natural variability and not average out as it often contains meaningful information about the generating mechanisms.

This workshop is intended to address two main questions:

1. How should we build models that quantify natural behavior, such that behavioral variability is reflected in a
full, yet tractable manner?

2. How can we use these models to relate underlying behavioral mechanisms to neural and genetic data?

We believe that advanced statistical and probabilistic methods can be used to analyse the unconstrained natural
behaviour including relevant variabily. This approach offers a principled route to extract relevant features of be-
havioural performance and compare individual animals in a more objective manner than using highly constrained
behavioural experiments. Moreover these models can be generative in nature providing us with an objective measure
to distinguish between observed behaviours.
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W12 Python in Neuroscience

Room 5+6 (BBAW), Wednesday 22nd, 9:00-12.00 & 13:30-16:30 and Thursday 23rd, 9:00-12.00 & 13:30-
16:30

Eilif Muller
Laboratory of Computational Neuroscience, Ecole Polytechnique Fédérale de Lausanne, Switzerland

Jens Kremkow
Institut de Neurosciences Cognitives de la Méditerranée, CNRS, France
Bernstein Center for Computational Neuroscience, Albert-Ludwigs-University Freiburg, Germany

Andrew Davison
Unité de Neurosciences Intégratives et Computationelles, CNRS, France

Romain Brette
Ecole Normale Supérieure de Paris, France

Python is rapidly becoming the de facto standard language for systems integration. Python has a large user
and developer-base external to the neuroscience community, and a vast module library that facilitates rapid and
maintainable development of complex and intricate systems.

In this workshop, we highlight efforts to develop Python modules for the domain of neuroscience software
and neuroinformatics. Moreover, we seek to provide a representative overview of existing mature Python modules
for neuroscience and neuroinformatics, to demonstrate a critical mass and show that Python is an appropriate choice
of interpreter interface for future neuroscience software development. There will be a tutorial & demo sessions
where visitors with laptops can install and get introduced and acquainted with Python and the various software. For
the impatient, some tutorial material is already available at http://neuralensemble.org/cookbook. Many of these
efforts will appear in the forthcoming special topic "Python in Neuroscience" in Frontiers in Neuroinformatics, and
several are already available in preliminary form [1].

This workshop is supported in part by the European Union under the Bio-inspired Intelligent Information
Systems program, project reference IST- 2004-15879 (FACETS, http://www.facets-project.org), and by the
Bernstein Center for Computational Neuroscience (BCCN), Albert-Ludwigs-University Freiburg, Germany
(http://www.bcen.uni-freiburg.de).

W13 Multistability in Neurodynamics
Room 4 (BBAW), Thursday 23rd, 9:00-12.00 & 13:30-16:30

Gennady Cymbalyuk
Georgia State University

This workshop is focused on the co-existence of regimes of activity of neurons. Such multistability enhances potential
flexibility to the nervous system and has many implications for motor control, dynamical memory, information
processing, and decision making. The goal of this workshop is to identify the scenarios leading to multistability in
the neuronal dynamics and discuss its potential roles in the operation of the central nervous system under normal
and pathological conditions. Multistability has been studied combining theoretical and experimental approaches
since the pioneering works by Rinzel, 1978 and Guttman et al., 1980. It is intensively studied on different levels. On
the cellular level, multistability is co-existence of basic regimes like bursting, spiking, sub-threshold oscillations and
silence. On the network level, examples of multistability include co-existence of different synchronization modes,
‘on’ and 'off” states, and polyrhythmic bursting patterns.
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W14 Statistical analysis of multi-cell recordings: Linking population coding models
to experimental data
Leibniz Hall (BBAW), Wednesday 22nd, 9:00-12.00 & 13:30-16:30

Matthias Bethge
Tiibingen, E-mail: mbethge®@tuebingen.mpg.de

Jakob Macke
Computational Vision and Neuroscience Group, MPI for Biological Cybernetics, Tiibingen, E-mail:
jakob®@tuebingen.mpg.de

Philipp Berens
Computational Vision and Neuroscience Group, MPI for Biological Cybernetics, Tiibingen,
berens@tuebingen.mpg.de

Modern recording techniques such as multi-electrode arrays and 2-photon imaging are capable of simultaneously
monitoring the activity of large neuronal ensembles at single cell resolution. This makes it possible to study the
dynamics of neural populations of considerable size, and to gain insights into their computations and functional
organization. The key challenge with multi-electrode recordings is their high-dimensional nature. Understanding this
kind of data requires powerful statistical techniques for capturing the structure of the neural population responses
and their relation with external stimuli or behavioural observations. The goal of this workshop is to present recent
advances in the statistical modelling of neural populations, and to discuss the following central questions:

1. What classes of statistical methods are most useful for modelling population activity?
2. What are the main limitations of current approaches, and what can be done to overcome them?
3. How can statistical methods be used to empirically test existing models of (probabilistic) population coding?

4. What role can statistical methods play in formulating novel hypotheses about the principles of information
processing in neural populations?

W15 Modern Mathematical Neurodynamics: Bridging Single Cells to Networks
Room 4 (BBAW), Wednesday 22nd, 9:00-12.00 and Salon Corinth (Hilton), Wednesday 22nd, 18:00-21:00

Marc Timme
Network Dynamics Group, Max Planck Institute for Dynamics and Self-Organization and Bernstein Center
for Computational Neuroscience (BCCN) Gottingen

Coordinating neural dynamics across complex interaction networks is crucial for computation and information pro-
cessing in neural systems and thus provides the key bottleneck linking sensory stimulation, internal memory and
actual behavior of humans and higher animals. Currently, experimental resolution for the study of neural circuits
progresses at an unprecedented pace, with respect to both anatomical connectivity and dynamical activity of increas-
ingly fine spatial and temporal resolutions. Mathematics provides the unifying language to conceptually understand
the vast amount of data available and to make sensible predictions through general models. This workshop aims to
provide a computational neuroscience forum from the state-of-the-art mathematical neurodynamics perspective that
strives to bridge single cell dynamics and network level description. The broad focus should be on neural modeling,
conceptual ideas, and modern techniques to make sense of neural data. We aim at bringing together and stimulating
exchange between key contributers from the corners of mathematical and computational neuroscience with topics
ranging from synaptic dynamics and learning, via neural correlations and complex network activities to coding and
computing strategies.
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P1

P2

P3

P4

P5

Sunday July 19 (P1-P183)

The HoneyBee Standard Brain (HSB) - a versatile atlas tool for integrating data
and data exchange in the neuroscience community

Jiirgen Rybak!, Anja KuR?, Wolfgang Holler?, Robert Brandt®, Hans-Christian Hege?, Martin
Nawrot!'#, Randolf Menzel'

1Neurobiology, Free University, Berlin, 14195, Germany

2Zuse Institute Berlin (ZIB), Berlin, 14195, Germany

3Visage-Imaging, Berlin, 12163, Germany

4G-Node, Ludwig-Maximilians-Universitit Munich, Martinsried 82152, Germany

Contact: Jiirgen Rybak(jrybak@neurobiologie.fu-berlin.de)

From quantification of 3D morphology of coincidence detector neurons in the
MSO to a multicompartmental model

Philipp L. Rautenberg!?, Eric T. Reifenstein', Christian Leibold''?, Benedikt Grothe'2, Felix
Felmy!

!Biology Il, Department for Neurobiology, Ludwig-Maximilians University, Munich, 82152, Germany
2Bernstein Center for Computational Neurosicence, Munich, 81377, Munich, Germany

Contact: Philipp Rautenberg(philipp@der-rautenberg.de)

Inference of original retinal coordinates from flattened retinae
David C Sterratt', lan Thompson?

Unstitute for Adaptive and Neural Computation, School of Informatics, 10 Crichton Street, University of
Edinburgh, Edinburgh, EH8 9AB, UK

2MRC Centre for Developmental Neurobiology, New Hunt's House, Guys's Campus, Kings College London
SE1 1UL, UK

Contact: David Sterratt(david.c.sterratt@ed.ac.uk)

Local planar dendritic structure: a uniquely biological phenomenon?
Yihwa Kim!, Robert Sinclair?, Erik De Schutter!:?

!Computational Neuroscience Unit, Okinawa Institute of Science and Technology, Okinawa 904-0411 Japan
2Mathematical Biology Unit, Okinawa Institute of Science and Technology, Okinawa 904-2234 Japan
3Theoretical Neurobiology, University of Antwerp, B-2610 Antwerpen Belgium

Contact: Yihwa Kim(ykim@oist.jp)

Simulated networks with realistic neuronal morphologies show small-world con-
nectivity

Alexander de Ridder, Frank Postma, Sacha Hoedemaker, Randal Koene, Jaap van Pelt, Arjen van
Ooyen

Department of Integrative Neurophysiology, Center for Neurogenomics and Cognitive Research, VU Univer-
sity Amsterdam, De Boelelaan 1085, 1081 HV Amsterdam, Netherlands

Contact: Alexander de Ridder(arr380@student.vu.nl)
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P7

P8

P9

P10

88

Thermodynamic constraints on fiber diameter, neural activity, and brain tem-
perature

Jan Karbowski

Caltech, Division of Biology 216-76, Pasadena, CA 91125, USA
Institute of Biocybernetics and Biomedical Engineering, Polish Academy of Sciences, 02-109 Warsaw, Poland

Contact: Jan Karbowski(jkarb@its.caltech.edu)

Characterizing multiple-unit activity in the anterior cingulate cortex during
choice behavior as a stochastic nonlinear process

Emili Balaguer-Ballester!, Christopher C. Lapish?, Jeremy K. Seamans?, Daniel Durstewitz'
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machine classification

Arne F. Meyer!, Max F.K. Happel?, Frank W. Ohl?, Jérn Anemiiller!

!Department of Physics, Carl-von-Ossietzky University, Oldenburg, Germany
2Leibniz Institute for Neurobiology and Institute of Biology, Otto-von-Guericke University, Magdeburg,
Germany

Contact: Arne Meyer(arne.f.meyer@uni-oldenburg.de)

Unsupervised learning of head-centered representations in a network of spiking
neurons

Sebastian Thomas Philipp!, Frank Michler!, Thomas Wachtler'?

LAG Neurophysik, Philipps Universitit Marburg, Germany
2Department Biologie, Ludwig-Maximilians Universitdt Miinchen, Germany

Contact: Sebastian Thomas Philipp(sebastian.philipp@physik.uni-marburg.de)
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Effects of a modulatory feedback upon the BCM learning rule
Thomas Girod, Frédéric Alexandre

INRIA-Lorraine, Nancy, France
Contact: Thomas Girod(thomas.girod®Ioria.fr)

Dopamine mediated dynamical changes in the striatum: a numerical study
Krisztina Szalisznyé, Laszlé Miiller

Biophysics Department, Computational Neuroscience Group, Particle and Nuclear Physics Institute of the
Hungarian Academy of Sciences, Budapest, Hungary

Contact: Krisztina Szaliszny((szali@sunserv.kfki.hu)

A model of the primary auditory cortex response to sequences of pure tones
Ernest Montbri6!2, Johan P. Larsson'!, Rita Almeida'?, Gustavo Deco'*

!Computational Neuroscience Group, Universitat Pompeu Fabra, 08018 Barcelona, Spain
2Center for Neural Science, New York University, New York, NY 10003, USA

3Institut d'Investigacions Biomeédiques August Pi i Sunyer (IDIBAPS), 08036 Barcelona, Spain
4Institucié Catalana de Recerca i Estudis Avancats, 08010 Barcelona, Spain

Contact: Johan Larsson(johan.petter.larsson@gmail.com)

How network structure shapes pairwise correlations between integrate-and-fire
neurons

Birgit Kriener':?, Marc Timme !

!'Network Dynamics Group, Max-Planck-Institute for Dynamics and Self-Organization, D-37073 Géttingen,
Germany
2Bernstein Center for Computational Neuroscience, D-37073 Géttingen, Germany

Contact: Birgit Kriener(kriener@nld.ds.mpg.de)

First-to-fire neurons induced by clustering in sparse networks
Olav Stetter', Anna Levina''?, Theo Geisel':?

!Department of Nonlinear Dynamics, Max-Planck-Institute for Dynamics and Self-Organization, D37073
Gottingen, Germany
2Bernstein Center for Computational Neuroscience, D37073 Gottingen, Germany

Contact: Olav Stetter(olav.stetter@nld.ds.mpg.de)
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A kinetic theory network model to capture first and second order statistics of
population activity in largescale neuronal networks

Chin-Yueh Liu, Duane Q. Nykamp

School of Mathematics, University of Minnesota, Minneapolis, MN 55455, USA
Contact: Chin-Yueh Liu(liux0518@math.umn.edu)

Switching to criticality by synchronized input

Anna Levina''?, Theo Geisel':?, J. Michael Herrmann!-2-3

IBernstein Center for Computational Neuroscience, 37073 Gottingen, Germany
2Max Planck Institute for Dynamics and Self-Organization, 37073 Géttingen, Germany
3IPAB, School of Informatics, University of Edinburgh, Edinburgh, EH8 9AB, UK

Contact: J. Michael Herrmann(michael.herrmann@ed.ac.uk)

Slow population rhythms emerge in noisy inhibitory network models
Ernest C. Y. Ho''2, Liang Zhang'3, Frances K. Skinner! 234

Toronto Western Research Institute, University Health Network, Toronto, Ontario, Canada
Departments of

2Physiology,

3Medicine (Neurology),

“4Institute of Biomaterials and Biomedical Engineering, University of Toronto, Toronto, Ontario, Canada

Contact: Ernest Ho(ecy.ho@utoronto.ca)

Stability criteria for splay states in networks of 'generalized’ neuronal models
Alessandro Torcini':2, Massimo Calamai', Antonio Politi'

stituto dei Sistemi Complessi, CNR, Sesto Fiorentino, 1-50019, Italy
2|stituto Nazionale di Fisica Nucleare, Sezione di Firenze, Sesto Fiorentino, 1-50019, ltaly

Contact: Alessandro Torcini(alessandro.torcini@cnr.it)

Visualization of higher-level receptive fields in a hierarchical model of the visual
system

Christian Hinze!, Niko Wilbert! 2, Laurenz Wiskott!2

Unstitute for Theoretical Biology, Humboldt University, 10115 Berlin, Germany
?Bernstein Center for Computational Neuroscience, Humboldt University, 10099 Berlin, Germany

Contact: Christian Hinze(christianhinze@web.de)
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Implications of the specific cortical circuitry for the network dynamics of a layered
cortical network model

Tobias C. Potjans'-2, Tomoki Fukai'*3, Markus Diesmann!-34

'Brain and Neural Systems Team, RIKEN Computational Science Research Program, Wako City, Saitama,
Japan

2Institute of Neurosciences and Medicine, Research Center Jiilich, Jiilich, Germany

3Theoretical Neuroscience Group, RIKEN Brain Science Institute, Wako City, Saitama, Japan

4Bernstein Center for Computational Neuroscience, Albert-Ludwigs University, Freiburg, Germany

Contact: Tobias Potjans(tobias potjans@brain.riken.jp)

Dynamics of hierarchical neural networks
Marc-Thorsten Hiitt, Mark Miiller-Linow, Claus C. Hilgetag

School of Engineering & Science, Jacobs University Bremen, 28759 Bremen, Germany
Contact: Claus Hilgetag(c.hilgetag@jacobs-university.de)

Neuronal avalanches recorded in the awake and sleeping monkey do not show a
power law but can be reproduced by a self- organized critical model

Viola Priesemann', Michael Wibral?, Matthias H.J. Munk?

'Max Planck Institute for Brain Research, 60528 Frankfurt, Germany
2MEG Unit, Brain Imaging Center, Goethe University, 60528 Frankfurt, Germany
3Max Planck Institute for Biological Cybernetics, 72076 Tuebingen, Germany

Contact: Viola Priesemann(v.priesesmann@gmx.de)

Basal ganglia and memory retrieval during delayed match-to-sample and non-
match-to-sample tasks

Julien Vitay, Fred Hamker

Psychologisches Institut I, Westfilische Wilhelms-Universitat Miinster, Miinster, Germany
Contact: Julien Vitay(jvita_01@uni-muenster.de)

The computational role of the feedforward inhibition in the striatum network
Man Yi Yim!, Arvind Kumar?, Ad Aertsen'?

!Bernstein Center for Computational Neuroscience, D-79104 Freiburg, Germany
2Neurobiology and Biophysics, Institute of Biology IlI, Albert Ludwigs University, D-79104 Freiburg, Ger-
many

Contact: Man Yi Yim(yim@bccn.uni-freiburg.de)
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A computational model for the excitatory network of the C2 column of barrel
cortex

Christian Tomm!, Sandrine Lefort?, Juan-Carlos Floyd Sarria®, Carl C.H. Petersen?

ILaboratory of computational Neuroscience, EPFL, Lausanne, 1015 Switzerland
2Laboratory of Sensory Processing, EPFL, Lausanne, 1015 Switzerland
3Bioimaging and Optics, EPFL, Lausanne, 1015 Switzerland

Contact: Christian Tomm(christian.tomm@epfl.ch)

Parametric Estimation of spike train statistics
Bruno Cessac'?, Thierry Viéville?

'LJAD, U. Of Nice-Sophia, France, http://math1.unice.fr
2NEUROMATHCOMP, INRIA Sophia-Antipolis Méditerranée, France
3CORTEX, INRIA-LORIA, http://cortex.loria.fr, France

Contact: Thierry Viéville(thierry.vieville@sophia.inria.fr)

The encoding of alternatives in multiple-choice decision-making
Larissa Albantakis!, Gustavo Deco'?

IDepartment of Technology, Computational Neuroscience, Universitat Pompeu Fabra, Barcelona, 08003,
Spain

?Institucié Catalana de la Recerca i Estudis Avancats (ICREA), Universitat Pompeu Fabra, Barcelona,
08010, Spain

Contact: Larissa Albantakis(larissa.albantakis@upf.edu)

Analysis of the power spectra, autocorrelation function and EEG time-series
signal of a network of leaky integrate-and-fire neurons with conductance-based
synapses

Andre D.H. Peterson'2, Hamish Meffin*, Anthony N. Burkitt!:?, lven M.Y. Mareels', David B.
Grayden'-2, Levin Kuhlmann', Mark J. Cook??.

!Department of Electrical & Electronic Engineering, The University of Melbourne, Victoria, 3010, Australia
2The Bionic Ear Institute, 384-388 Albert St, East Melbourne, VIC 3002, Australia

3Department of Clinical Neurosciences, St. Vincent's Hospital, Melbourne, VIC, 3065, Australia

“NICTA VRL, c/o Dept of Electrical & Electronic Engineering, University of Melbourne, VIC 3010, Australia

Contact: Andre Peterson(apeterson@bionicear.org)

Toward a second order description of neuronal networks
Duane Q. Nykamp

School of Mathematics, University of Minnesota, MN, USA
Contact: Nykamp Duane(nykamp@math.umn.edu)
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Neuronal connectivity inference from spike trains using an empirical probabilistic
causality measure

Paulo Aguiar'?, Miguel Rodrigues®

!Centro de Matematica da Universidade do Porto, 4169-007 Porto, Portugal
2Instituto de Biologia Molecular e Celular, 4150-180 Porto, Portugal
3Computer Science Dept., University of Porto, 4169-007 Porto, Portugal

Contact: Paulo Aguiar(pauloaguiar@fc.up.pt)

Computational tools for assessing the properties of 2D neural cell cultures
Jugoslava Acimovic, Heidi Teppola, Jyrki Selinummi, Marja-Leena Linne

Department of Signal Processing, Tampere University of Technology, P.O. Box 553, FI-33101 Tampere,
Finland

Contact: Acimovic Jugoslava(jugoslava.acimovic@tut.fi)

Inhibitory control of up states and their propagation in the cortical network
Maria V. Sanchez-Vives':?, Maurizio Mattia®, Maria Perez-Zabalza', Vanessa F. Descalzo!, Ramon
Reig'

LIDIBAPS (Institut d'Investigacions Biomédiques August Pi i Sunyer), Barcelona, Spain

2|CREA (Institucié Catalana de Recerca i Estudis Avancats), Barcelona, Spain
3|stituto Superiore di Sanita, Roma, ltaly

Contact: Maria V. Sanchez-Vives(sanchez.vives@gmail.com)

Inhibitory feedback in a small CA3-network
Fleur Zeldenrust, Wytse J. Wadman

SILS-CNS, University of Amsterdam, Amsterdam, 1098 SM, Netherlands
Contact: Fleur Zeldenrust(f.zeldenrust@uva.nl)

Improving pattern retrieval in an auto-associative neural network of spiking neu-
rons

Russell Hunter!, Bruce P Graham!, Stuart Cobb?

!Computing Science and Mathematics, University of Stirling, Stirling, Stirling FK9 4LA, UK
2Division of Neuroscience and Biomedical Systems, University of Glasgow, Glasgow, G12 8QQ, UK

Contact: Russell Hunter(rhu@©cs.stir.ac.uk)
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Neural basis of perceptual expectations: insights from transient dynamics of
attractor neural networks

Athena Akrami, Alessandro Treves

SISSA — Cognitive Neuroscience, Trieste, ltaly
Contact: Athena Akrami(akrami@sissa.it)

A bilateral band attractor model for the oculomotor system

Pedro Goncalves':?, Christian Machens' 2

LGroup for Neural Theory, Ecole normale supérieure, Paris, 75005, France
2INSERM Unite 960, Ecole normale supérieure, Paris, 75005, France

Contact: Christian Machens(christian.machens@ens.fr)

Dynamics of non-linear cortico-cortical interactions during motion integration in
early visual cortex: A spiking neural network model of an optical imaging study
in the awake monkey

Jens Kremkow!?, Laurent Perrinet!, Alexandre Reynaud', Ad Aertsen’3, Guillaume S. Masson',
Frederic Chavane'

LINCM, CNRS-Aix-Marseille University, Marseille, France
2Neurobiology and Biophysics, University of Freiburg, Freiburg, Germany
3Bernstein Center for Computational Neuroscience, Freiburg, Germany

Contact: Jens Kremkow(kremkow@biologie.uni-freiburg.de)

Configuration-specific facilitation phenomena explained by layer 2/3 summation
pools in V1

Baran Ciiriiklii', Anders Lansner?

1School of Innovation, Design and Engineering, Milardalen University, Visterds, 721 23, Sweden
2School of Science and Communication, Royal Institute of Technology, Stockholm, 100 44, Sweden

Contact: Baran Ciiriiklii(baran.curuklu@mdh.se)

Neuronal couplings inferred by an efficient inverse Ising method

Simona Cocco!, Stanislas Leibler?3, Rémi Monasson®

'CNRS-Laboratoire Physique Statistique de I'ENS, Paris, 75005 France
2The Rockefeller University, New York, USA
3CNRS-Laboratoire Physique Theorique de I'ENS, Paris,75005 France

Contact: Simona Cocco(cocco@Ips.ens.fr)
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Map location affects center-surround modulation in a network model of V1
Marcel Stimberg, Klaus Obermayer

School of Electrical Engineering and Computer Sciences, Technische Universitat Berlin and Bernstein Center
for Computational Neuroscience, Berlin, Germany

Contact: Marcel Stimberg(mst@©cs.tu-berlin.de)

Orientation plasticity and the tilt aftereffect in network models of V1
Klaus Wimmer, Klaus Obermayer

School of Electrical Engineering and Computer Sciences, Technische Universitat Berlin and Bernstein Center
for Computational Neuroscience, Berlin, Germany

Contact: Klaus Wimmer(klaus@cs.tu-berlin.de)

Mapping between V1 models of orientation selectivity: From a distributed multi-
population conductancebased refractory density model to a firing-rate ring model

Anton V. Chizhov!-2, Elena Yu Smirnova’, Lyle J. Graham?

offe Physico-Technical Institute of RAS, St.Petersburg, Russia
2Lab. of Neurophysics, CNRS UMR8119, Université Paris Descartes, Paris, France

Contact: Anton Chizhov(anton.chizhov@mail.ioffe.ru)

Modulation of input gain and response gain by noisy synaptic input
Asl. Ayaz, Frances S. Chance

Department of Neurobiology & Behavior, University of California Irvine, Irvine, CA 92697, USA
Contact: Asli Ayaz(aayazQuci.edu)

Control and analysis of spike trains’ correlations
Michael Krumin, Avner Shimron, Shy Shoham

Faculty of Biomedical Engineering, Technion — Israel Institute of Technology, Haifa, 32000, Israel
Contact: Shy Shoham(sshoham®@bm.technion.ac.il)




P184

P185

P186

P187

P188

Tuesday July 21 (P184—-P367)

The effect of the ventricular system on the electric current in deep brain stim-
ulation

Nada Yousif!, Dipankar Nandi'?, Alexander Green®, Tipu Aziz®, Xuguang Liu'*>

!Department of Clinical Neuroscience, Imperial College London, London, UK
2Movement Disorders and Neurostimulation Unit, Charing Cross Hospital, London, UK
3Nuffield Department of Surgery, University of Oxford, Oxford, UK

Contact: Nada Yousif(n.yousif@imperial.ac.uk)

How autism symptoms could develop at the neuron level: An information man-
agement perspective
Eugen Oetringer!, Michael Fitzgerald®

!(a private research initiative)
2Department of Psychiatry, Trinity College Dublin, Dublin, 8, Ireland

Contact: Eugen Oetringer(eugen@onmentalhealth.org)

Tradeoffs between neuromodulation and synchronized firing in affecting neuronal
gain control

N. Green'2, Shu Chen Li?

!Berlin School of Mind and Brain, Humboldt Gradutate School, Humboldt University, Berlin, Germany,
2Max Planck Institute for Human Development, Berlin, Germany

Contact: Nikos Green(green@mpib-berlin.mpg.de)

Moving beyond convergence in the pheromone system of the moth
Christopher L. Buckley, Thomas Nowotny

CCNR, Informatics, University of Sussex, Falmer, BN1 9QJ, UK
Contact: Buckley Christopher(c.l.buckley@sussex.ac.uk)

Divergence alone cannot guarantee stable sparse activity patterns if connections
are dense

Thomas Nowotny

Informatics Department, University of Sussex, Falmer, Brighton, BN1 9QJ, UK
Contact: Thomas Nowotny(t.nowotny@sussex.ac.uk)
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Burst firing regulates correlated activity in neurons

Oscar Avila Akerberg!-2, Maurice J. Chacron':2:3

!Centre for Nonlinear Dynamics in Physiology and Medicine, McGill University, Montreal, QC, H3G1Y®,
Canada

2Department of Physics, McGill University, Montreal, QC, H3A2T8, Canada

3Department of Physiology, McGill University, Montreal, QC, H3G1Y6, Canada

Contact: Oscar Avila Akerberg(oscar@cnd.mcgill.ca)

Modelling the activation of neuronal populations during deep brain stimulation
Nuri Purswani!, Nada Yousif?, Xuguang Liu*?>

!Department of Bioengineering, Imperial College London, London, UK
2Department of Clinical Neuroscience, Imperial College London, London, UK
3Movement Disorders and Neurostimulation Unit, Charing Cross Hospital, London, UK

Contact: Nada Yousif(n.yousif@imperial.ac.uk)

Modeling the effects of GABA-A inhibition on the spike timing-dependent plas-
ticity of a CA1 pyramidal cell
Vassilis Cutsuridis', Stuart Cobb?, Bruce P. Graham'

!Department of Computing Science & Mathematics, University of Stirling, Stirling, FK9 4LA, UK
2Division of Neuroscience and Biomedical Systems, University of Glasgow, Glasgow, G12 8QQ, UK

Contact: Vassilis Cutsuridis(vcu@cs.stir.ac.uk)

Modeling plasticity across different time scales: the TagTriC model
Claudia Clopath!, Lorric Ziegler', Lars Buesing':?, Eleni Vasilaki!, Wulfram Gerstner!

IBrain and Mind Institute, EPFL, Lausanne, Switzerland
2Institute for Theoretical Computer Science, TU-Graz, Austria

Contact: Lorric Ziegler(lorric.ziegler@epfl.ch)

Dopamine D1/D2 modulation of synaptic plasticity in the prefrontal cortex
Robert Kyle!, Ullrich Bartsch?, David Willshaw', Daniel Durstewitz?

Hnstitute for Adaptive and Neural Computation, University of Edinburgh, Edinburgh, EH8 9AB, UK
2Department of Physiology and Pharmacology, University of Bristol, Bristol, BS8 1TD, UK
3Central Institute for Mental Health Mannheim, University of Heidelberg, Mannheim, Germany

Contact: Robert Kyle(r.kyle@ed.ac.uk)
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Modeling spike timing dependent plasticity with a retrograde transmitter
Bernd Porr!, Florentin Woergoetter?

LElectronics and Electrical Engineering, Glasgow Universitiy, Glasgow, G12 8LT, UK
2Berstein Center for Computational Neuroscience, University of Gottingen, Goettingen, Germany

Contact: Bernd Porr(b.porr@elec.gla.ac.uk)

Capacity of networks to develop multiple attractors through STDP
Amelia Waddington', Netta Cohen':?

1School of Computing, University of Leeds, Leeds, West Yorkshire LS7 4SS, UK
2Institute of Systems and Membrane Biology, University of Leeds, Leeds, West Yorkshire LS7 4SS, UK

Contact: Amelia Waddington(amelia@comp.leeds.ac.uk)

Mathematical modeling of the Drosophila neuromuscular junction
Markus M. Knodel', Daniel B. Bucher?, Gillian Queisser®, Christoph Schuster?, Gabriel Wittum'

!Goethe Center for Scientific Computing, Frankfurt University & BGCN Heidelberg, Germany
2Interdisciplinary Center for Neuroscience & BGCN Heidelberg, Germany
3Exzellenzcluster CellNetworks, BIOQUANT-Zentrum, BGCN Heidelberg, Germany

Contact: Daniel Bucher(danindeutschland@gmail.com)

Emergent pitch perception using short term plasticity
Tjeerd olde Scheper

Department of Integrative Neurophysiology, Center for Neurogenomics and Cognitive Research, VU Univer-
sity, 1081 HV, Amsterdam, Netherlands, and Department of Computing, Oxford Brookes University, Oxford,
0X33 1HX, UK

Contact: Tjeerd olde Scheper(tvolde-scheper@brookes.ac.uk)

The regulatory role of NO-PKG in the cerebellar long-term depression
Gabriela Antunes', Erik De Schutter!-2

!Computational Neuroscience Unit, Okinawa Institute of Science and Technology, Okinawa 904-0411, Japan
2Theoretical Neurobiology, University of Antwerp, B-2610 Antwerpen, Belgium

Contact: Gabriela Antunes(gabriela@oist.jp)
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Pattern learning using spike-timing-dependent plasticity: a theoretical approach
Matthieu Gilson''>3, Timothée Masquelier*, Etienne Hugues*, Anthony N Burkittt!-?

!Department of Electrical and Electronic Engineering, University of Melbourne, Melbourne, VIC 3010,
Australia

2The Bionic Ear Institute, East Melbourne, VIC 3002, Australia

3NICTA, Victoria Research Lab, University of Melbourne, Melbourne, VIC 3010, Australia
4Computational Neuroscience Group, Dept of Technology, Universitat Pompeu Fabra, E-08003 Barcelona,
Spain

Contact: Matthieu Gilson(mgilson@bionicear.org)

Interplay between spike-timing-dependent plasticity and neuronal correlations
gives rise to network structure

Matthieu Gilson'?3, Doreen A Thomas', Anthony N Burkitt!?, David B Grayden'?, J Leo van
Hemmen*

!Department of Electrical and Electronic Engineering, University of Melbourne, Melbourne, VIC 3010,
Australia

2The Bionic Ear Institute, East Melbourne, VIC 3002, Australia

3NICTA, Victoria Research Lab, University of Melbourne, Melbourne, VIC 3010, Australia

“Physik Department (T35) and BCCN-Munich, Universitidt Miinchen, 85747 Garching bei Miinchen, Ger-
many

Contact: Doreen A. Thomas(doreen.thomas@unimelb.edu.au)

Exploring the link between temporal difference learning and spike-timing-
dependent plasticity

Catalin V. Rusu!, Razvan V. Florian?

!Center for Cognitive and Neural Studies (Coneural), Cluj-Napoca 400487, Romania
2Computer Science Department, Babes-Bolyai University, Cluj-Napoca 400084, Romania

Contact: Catalin Rusu(rusu@coneural.org)

Temporal sensitivity of protein kinase A activation in a stochastic reaction-
diffusion model of late phase long term potentiation

Myungsook Kim, Rodrigo Oliveira, Wonryull Koh, Kim Blackwell

Molecular Neuroscience Department, George Mason University, Fairfax, 22030, USA
Contact: Kim Blackwell(kblackwl@gmu.edu)

Geometry and dynamics of activity-dependent homeostatic regulation in neurons
Astrid A. Prinz!, Andrey V. Olypher'-2

!Biology Department, Emory University, Atlanta, GA 30033, USA
2Department of Physiology and Pharmacology, SUNY, Downstate Medical Center, Brooklyn, NY 11203,
USA

Contact: Andrey Olypher(aolifer@emory.edu)
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Spike timing dependent synaptic plasticity optimized for the synaptic symmetry
breaking
Chang-Woo Shin, Seunghwan Kim

Asia Pacific Center for Theoretical Physics and Department of Physics, Pohang University of Science and
Technology, Gyeongbuk, Korea

Contact: Chang-Woo Shin(shine@postech.ac.kr)

Model of hyperpolarization dependent LTD in MVN neurons
Bruce P. Graham!, John R.W. Menzies?, Mayank B. Dutia?

!Department of Computing Science & Mathematics, University of Stirling, Stirling, FK9 4LA, UK
2Centre for Integrative Physiology, University of Edinburgh, Edinburgh, EH8 9XD, UK

Contact: Bruce Graham(b.graham@cs.stir.ac.uk)

A model for cortical remapping and structural plasticity following focal retinal
lesions

Markus Butz' 2, Florentin Wérgdtter?, Arjen van Ooyen'

!Dept. for Integrative Neurophysiology, VU University, Amsterdam, 1081NL, The Netherlands
2Bernstein Center for Computational Neuroscience, University of Gottingen, 37073 Gottingen, Germany

Contact: Butz Markus(mbutz@cncr.vu.nl)

Activity-dependent bidirectional plasticity and homeostasis regulation governing
structure formation in a model of layered visual memory

Jenia Jitsev!2, Christoph von der Malsburg!

!Frankfurt Institute for Advanced Studies, Frankfurt, Germany
2Johann Wolfgang Goethe University, Frankfurt, Germany

Contact: Jenia Jitsev(jitsev@fias.uni-frankfurt.de)

Impaired structural plasticity increases connectivity in developing cortical net-
works

Samora Okujeni' 2, Steffen Kandler'2, Oliver Weihberger!':2, Ulrich Egert'-

!Bernstein Center for Computational Neuroscience, University Freiburg, Germany
2Institute of Biology Ill, Neurobiology and Biophysics, University Freiburg, Germany
3Biomicrotechnology, Department of Microsystems Engineering, University Freiburg, Germany

Contact: Samora Okujeni(okujeni@bccn.uni-freiburg.de)
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Therapeutic rewiring by means of desynchronizing brain stimulation
Christian Hauptmann, Peter A. Tass

Neuromodulation, Institute for Neuroscience and Medicine, Juelich, Germany
Contact: Christian Hauptmann(c.hauptmann®fz-juelich.de)

Formation of synchronous activity through STDP in recurrent neural networks
with heterogeneous delays

Frédéeric Henry!, Emmanuel Daucél':?

Hnstitute of Movement Sciences, UMR 6233, CP 910, av. de Luminy, 13288 Marseille, France
2INRIA Lille — Nord Europe, 59650 Villeneuve d'Ascq, France

Contact: Emmanuel Daucé(edauce@gmail.com)

Spiking neural network models for memorizing sequences with forward and back-
ward recall

David Chik, Roman Borisyuk

Centre for Theoretical and Computational Neuroscience, University of Plymouth, Plymouth PL4 8AA, UK
Contact: David Chik(david.chik@plymouth.ac.uk)

Spike-timing-dependent plasticity in a recurrently connected neuronal network
with spontaneous oscillations

Matthieu Gilson!>3, Anthony N. Burkitt!2, David B. Grayden':?, Doreen A. Thomas'?3, J. Leo
van Hemmen*

!Department of Electrical and Electronic Engineering, University of Melbourne, Melbourne, VIC 3010,
Australia

2The Bionic Ear Institute, East Melbourne, VIC 3002, Australia

3NICTA, Victoria Research Lab, University of Melbourne, Melbourne, VIC 3010, Australia

“Physik Department (T35) and BCCN-Munich, Universitit Miinchen, 85747 Garching bei Miinchen, Ger-
many

Contact: Anthony Burkitt(aburkitt@unimelb.edu.au)

How Gibbs Distributions may naturally arise from synaptic adaptation mecha-
nisms

Juan C. Vasquez', Bruno Cessac''?, Horacio Rostro-Gonzalez', Thierry Vieville?

INEUROMATHCOMP, INRIA Sophia-Antipolis Méditerranée, 06902, France
2LJAD, U. Of Nice-Sophia, 06000, France
3CORTEX, INRIA-LORIA, France

Contact: Juan Carlos Vasquez(juan-carlos.vasquez@inria.fr)
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Sharpening projections
Matthew Cook!, Florian Jug?, Christoph Krautz?

nstitute of Neuroinformatics, University of Zurich and ETH Zurich, Zurich, Switzerland
?Institute of Theoretical Computer Science, ETH Zurich, Zurich, Switzerland

Contact: Christoph Krautz(krautz@inf.ethz.ch)

Self-organized criticality of developing artificial neuronal networks and dissoci-
ated cell cultures

Christian Tetzlaff', Samora Okujeni?, Ulrich Egert?, Florentin Worgotter', Markus Butz'3

!BCCN Gottingen, Georg-August University, Géttingen, 37075, Germany
2BCCN Fribourg, Albert-Ludwigs University, Fribourg, 79110, Germany
3Dept. for Integrative Neurophysiology, VU University, Amsterdam, 1081, Netherlands

Contact: Christian Tetzlaff(tetze@nld.ds.mpg.de)

Understanding brain plasticity in perceptual learning
Anja Stemme!, Gustavo Deco?, Elmar Lang!

!University of Regensburg, Institute of Biophysics, 93040 Regensburg, Germany
2ICREA Research Professor, Computational Neuroscience, Universitat Pompeu Fabra, Passeig de Circum-
vallacio 8, 08003 Barcelona, Spain

Contact: Anja Stemme(anja.stemme@gmx.de)

Modeling spontaneous and evoked glutamate release of NMDA receptors
Jianzhong Su'!, Justin Blackwell!, Ege T. Kavalali’

!Department of Mathematics, University of Texas at Arlington, Arlington, Texas, 76019, USA
2Departments of Neuroscience and Physiology, University of Texas Southwestern Medical Center, Dallas,
Texas 75390, USA

Contact: Jianzhong Su(su@uta.edu)
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Reduced compartmental Hodgkin-Huxley type models of three different cortical
neuron classes

Rubens A. Condeles Jr, Antonio C. Roque

Department of Physics and Mathematics, School of Philosophy, Sciences and Letters of Ribeirdo Preto,
University of Sdo Paulo, 14040-901, Ribeirdo Preto, SP, Brazil

Contact: Antonio Roque(antonior®@ffclrp.usp.br)

A survey of dynamical complexity in a mean-field nonlinear model of human
EEG

Federico Frascoli', Lennaert Van Veen?, Ingo Bojak®, Mathew P. Dafilis', David T. J. Liley

!Brain Sciences Institute (BSI), Swinburne University of Technology, P.O. Box 218, Victoria 3122, Australia
2Department of Mathematics and Statistics, Faculty of Arts and Sciences, Concordia University, 1455 de
Maisonneuve Blvd. W., H3G 1M8 Montreal, Quebec, Canada

3Donders Institute for Brain, Cognition and Behaviour, Centre for Neuroscience, Radboud University Ni-
jmegen (Medical Centre), P.O. Box 9101//126, 6500 HB Nijmegen, The Netherlands

Contact: Federico Frascoli(ffrascoli@gmail.com)

Emergent phenomena in human EEG: a bifurcation theory approach
Federico Frascoli', Lennaert Van Veen?, Ingo Bojak®, Mathew P. Dafilis', David T. J. Liley!

!Brain Sciences Institute (BSI), Swinburne University of Technology, P.O. Box 218, Victoria 3122, Australia
2Department of Mathematics and Statistics, Faculty of Arts and Sciences, Concordia University, 1455 de
Maisonneuve Blvd. W., H3G 1M8 Montreal, Quebec, Canada

3Donders Institute for Brain, Cognition and Behaviour, Centre for Neuroscience, Radboud University Ni-
jmegen (Medical Centre), P.O. Box 9101//126, 6500 HB Nijmegen, The Netherlands

Contact: Federico Frascoli(ffrascoli@gmail.com)

A neural field model for spatio-temporal brain activity using a morphological
model of cortical connectivity
Manh Nguyen Trong!?2, Andreas Spiegler!2, Thomas R. Knésche!

IMax Planck Institute for Human Cognitive and Brain Sciences, Leipzig, Germany
2Institute for Biomedical Enginnering and Informatics, Technical University llmenau, Germany

Contact: Manh Nguyen Trong(nguyen@cbs.mpg.de)

Robust short-term memory in the neuronal field model involving nonlinear den-
dritic integration

Hiroki Kurashige, Hideyuki Cateau

RIKEN BSI-TOYOTA Collaboration Center, RIKEN, Wako, Saitama 351-0198, Japan
Contact: Hiroki Kurashige(kura@brain.riken jp)
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Back-engineering of spiking neural networks parameters
Horacio Rostro-Gonzalez!, Bruno Cessac':?, Juan Carlos Vasquez', Thierry Viéville?

INEUROMATHCOMP, INRIA Sophia-Antipolis Méditerranée, France
2LJAD, University of Nice, Sophia, France
3CORTEX, INRIA-LORIA, France

Contact: Horacio Rostro-Gonzalez(hrostro@sophia.inria.fr)

Realistic activity propagation for mean field models of human cortex
Ingo Bojak!, David T.J. Liley?

Donders Institute for Brain, Cognition and Behaviour, Centre for Neuroscience, Radboud University Ni-
jmegen Medical Centre, P.O. Box 9101//126, 6500 HB Nijmegen, The Netherlands
2Brain Sciences Institute (BSI), Swinburne University of Technology, P.O. Box 218, Victoria 3122, Australia

Contact: Ingo Bojak(i.bojak@donders.ru.nl)

Modeling the coupling of single neuron activity to local field potentials
Serafim Rodrigues', Peter beim Graben?

integrative and Computational Neuroscience Unit (UNIC), CNRS, Paris, 1 Avenue de la Terrasse, 91198
Gif-sur-Yvette, France
2School of Psychology, University of Reading, Reading, Whiteknights, PO Box 217, UK

Contact: Serafim Rodrigues(serafim.rodrigues@bristol.ac.uk)

Power-law autocorrelation of neural activity in models of mental states that are
hierarchically organized

Fabian Chersi!, Mattia Rigotti?, Stefano Fusi'?

Hnstitute of Neuroinformatics, University and ETH Zurich, Zurich, Switzerland
2Center for Theoretical Neuroscience, Columbia, New York, USA

Contact: Fabian Chersi(chersi@rocketmail.com)

Reservoir computing methods for functional identification of biological networks
Tayfun Giirelu!, Stefan Rotter!3, Ulrich Egert'?

!Bernstein Center for Computational Neuroscience Freiburg, Germany
2Biomicrotechnology, Department of Microsystems Engineering - IMTEK, University of Freiburg, Germany
3Computational Neuroscience, Faculty of Biology, University of Freiburg, Germany

Contact: Tayfun Girel(guerel@informatik.uni-freiburg.de)
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Model and data-driven representations of the sleep cycle using locally linear
embedding

Beth A. Lopour!, Heidi E. Kirsch?, James W. Sleigh®, Andrew J. Szeri'

!Department of Mechanical Engineering, University of California, Berkeley, CA 94720, USA
2Department of Neurology, University of California, San Francisco, CA 94143, USA
3Department of Anaesthetics, Waikato Hospital, Hamilton, New Zealand

Contact: Beth Lopour(bethlopour@berkeley.edu)

Modeling the complete cardiac ganglion — heart muscle network of the crab
Callinectes sapidus

Estee Stern!, Keyla Garcia-Crescioni?, Mark W Miller?, Charles S Peskin®, Vladimir Brezina'

IDepartment of Neuroscience, Mount Sinai School of Medicine, New York, NY, USA
2Institute of Neurobiology, University of Puerto Rico Medical Sciences Campus, San Juan, Puerto Rico

3Courant Institute of Mathematical Sciences and Center for Neural Science, New York University, New York,
NY, USA

Contact: Estee Stern(estee.stern@mssm.edu)

Real-time activity-dependent drug microinjection

Pablo Chamorro!, Rafael Levi?, Francisco B. Rodriguez!, Reynaldo D. Pinto?, Pablo Varona!

!Grupo de Neurocomputacién Biolégica, Dpto. de Ingenieria Informatica, Escuela Politécnica Superior,
Universidad Auténoma de Madrid, 28049 Madrid, Spain

2Department of Anatomy & Neurobiology, School of Medicine, University of California, Irvine CA 92697-
1275, USA

3Instituto de Fisica de Sao Carlos, Universidade de Sao Paulo, 13560-970 Sao Carlos, SP, Brasil

Contact: Pablo Chamorro(pablo.chamorro.serrano@uam .es)

Snaking behavior of homoclinic solutions in a neural field model
Helmut Schmidt', Stephen Coombes'

1School of Mathematical Sciences, University of Nottingham, University Park, Nottingham, NG7 2RD, UK
Contact: Helmut Schmidt(pmxhs@exmail.nottingham.ac.uk)

Relating firing rate and spike time irregularity in motor cortical neurons
Adrian Ponce-Alvarez, Bjgrg Elisabeth Kilavik, Alexa Riehle

Institut de Neurosciences Cognitives de la Méditerranée, CNRS-Université de la Méditerranée, Marseille,
France

Contact: Adrian Ponce-Alvarez(adrian.ponce@incm.cnrs-mrs.fr)

— withdrawn —
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A model of free monkey scribbling based on the propagation of cell assembly
activity

Alexander Hanuschkin!, J. Michael Herrmann?, Abigail Morrison®, Markus Diesmann':34

!Bernstein Center for Computational Neuroscience, University of Freiburg, Germany

2IPAB, School of Informatics, Universityof Edinburgh, UK

3Theoretical Neuroscience Group, RIKEN Brain Science Institute, Wako City, Japan

4Brain and Neural Systems Team, RIKEN Computational Science Research Program, Wako City, Japan

Contact: Alexander Hanuschkin(hanuschkin@bccn.uni-freiburg.de)

Predicting changes in neuronal excitability type in response to genetic manipu-
lations of K+4-channels

Marco Arieli Herrera-Valdez?,Sandra D. Berger!, Carsten Duch!, Sharon Crook!2

1School of Life Sciences, Arizona State University, Tempe, AZ 85287, USA

2Department of Mathematics and Statistics, Arizona State University, Tempe, AZ 85287, USA
3Mathematical, Computational, and Modeling Sciences Center, Arizona State University, Tempe, AZ 85287,
USA

Contact: Marco Herrera-Valdez(marco.herrera-valdezQ@asu.edu)

Optimal coupling in noisy feed forward leaky integrate and fire network
LaszI6 Zalanyi!, Zoltan Somogyvari?, Péter Erdi' 2

!Department of Biophysics, KFKI Research Institute for Particle and Nuclear Physics of the Hungarian
Academy of Sciences, Budapest, Hungary
2Center for Complex Systems Studies, Kalamazoo College, Kalamazoo, MI, USA

Contact: Laszla Zalanyi(zala@rmki.kfki.hu)

Calcium window currents, periodic forcing and chaos: Understanding single neu-
ron response with a discontinuous one dimensional map

Jonathan Laudanski, Stephen Coombes

School of Mathematical Sciences, University of Nottingham, Nottingham, UK
Contact: Jonathan Laudanski(jonathan.laudanski@maths.nottingham.ac.uk)

Recurrent cortical networks with realistic horizontal connectivities show complex
dynamics
Nicole Voges, Laurent Perrine

Institut de Neurosciences Cognitives de la Mediterranee, UMR6193 CNRS - Aix-Marseille Universite, Mar-
seille, 13009, France

Contact: Nicole Voges(nicole.voges@incm.cnrs-mrs.fr)
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Frequency response functions for cortical microcircuits
Philip Ulinski

Committee on Computational Neuroscience, University of Chicago, Chicago, IL 60637, USA
Contact: Philip Ulinski(pulinski@uchicago.edu)

The effect of global context on the encoding of natural scenes
Robert Haslinger':2, Bruss Lima®, Gordon Pipa??3, Emery N. Brown?, Sergio Neuenschwander?

'Martinos Center for Biomedical Imaging, Mass. General Hospital, Charlestown, MA 02129, USA
2Brain and Cognitive Sciences, MIT, Cambridge, MA, 02139, USA

3Max-Planck Institute for Brain Research, Frankfurt am Main, Germany

4Department of Anesthesia, Mass. General Hospital, Boston, MA, 02114, USA

Contact: Robert Haslinger(robhh@nmr.mgh.harvard.edu)

A computational model of latency based stimulus selection
Lawrence C. York, Mark C.W. van Rossum

School of Informatics, University of Edinburgh, Edinburgh, NN3 2RB, UK
Contact: Lawrence York(s0570135@sms.ed.ac.uk)

Grouping variables in an underdetermined system for invariant object recognition
Junmei Zhu, Christoph von der Malsburg

Frankfurt Institute for Advanced Studies, 60438 Frankfurt am Main, Germany
Contact: Junmei Zhu(jzhu®fias.uni-frankfurt.de)

Simulating attentional blink with a neocortical attractor model
David Silverstein, Anders Lansner

School of Computer Science and Communication, Royal Institute of Technology, Stockholm, Sweden
Contact: David Silverstein(davidsi@kth.se)

A computational approach for modeling the role of the focus visual attention in
an object categorization task

Roberto A. Vazquez, Humberto Sossa

Center for Computing Research, National Polytechnic Institute, Mexico City, 07738, Mexico
Contact: Roberto Vazquez(ravem@ipn.mx)
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Sources of interspike interval variability in locust auditory receptor cells
Karin Fisch, Andreas Herz, Jan Benda

Department Biology Il, Ludwig-Maximilians-University Munich, Germany
Contact: Karin Fisch(fisch@bio.Imu.de)

Multilinear models for the auditory brainstem

Bernhard Englitzu'-?, Misha Ahrens®, Sandra Tolnai’>* Rudolf Riibsamen?, Maneesh Sahani?, Jiir-
gen Jost!

IMax-Planck-Institute for Mathematics in the Sciences, 04103 Leipzig, Germany

2Institute for Biology II, University of Leipzig, 04103 Leipzig, Germany

3Gatsby Computational Neuroscience Unit, UCL, London, WCIN 3AR, UK

4Department of Physiology, Anatomy and Genetics, University of Oxford, Oxford, OX1 3PT, UK

Contact: Bernhard Englitz(englitz@mis.mpg.de)

Sound localization with spiking neural networks
Dan Goodman, Daniel Pressnitzer, Romain Brette

Equipe Audition (CNRS, ENS, Université Paris Descartes), Département d'Etudes Cognitives, Ecole Normale
Supérieure, Paris 75005, France

Contact: Dan Goodman(dan.goodman@ens.fr)

Interaural time difference detection by the auditory system model in the presence
of phase noise

Viacheslav A. Vasilkov, Ruben A. Tikidji-Hamburyan

A.B. Kogan Research Institute for Neurocybernetics, Southern Federal University, Rostov-on-Don, 344090,
Russia

Contact: Viacheslav Vasilkov(vasilkov.va@gmail.com)

Enhancement of signal detection properties by coupling of active hair bundles
Kai Dierkes, Benjamin Lindner, Frank Jiilicher

Max Planck Institute For The Physics Of Complex Systems, Nothnitzer Str. 38, 01187 Dresden, Germany
Contact: Kai Dierkes(kai@mpipks-dresden.mpg.de)

Tending the source of parkinsonism through deep brain microstimulation
Simon M. Vogt, Felix Njap, Ulrich G. Hofmann

Institute for Signal Processing, University of Liibeck, Liibeck, D-23562, Germany
Contact: Simon Vogt(vogt@isip.uni-luebeck.de)
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Does striatum support competitive dynamics? A test of this hypothesis using a
biologically realistic model of the striatal microcircuit

Richard Wood, Mark D. Humphries, Kevin Gurney

Psychology Department, University of Sheffield, Sheffield, S10 2TP, UK
Contact: Richard Wood(ric.wood@sheffield.ac.uk)

New pulse shapes for effective neural stimulation
Lorenz Hofmann, Christian Hauptmann, Peter A. Tass

Neuromodulation, Institute for Neuroscience and Medicine, Juelich, Germany
Contact: Lorenz Hofmann(l.hofmann®fz-juelich.de)

Effects of DBS electrode design on the volume of activated tissue
Julia Buhlmann, Christian Hauptmann, Peter A. Tass

Neuromodulation, Institute for Neuroscience and Medicine, Juelich, Germany
Contact: Julia Buhlmann(j.buhlmann®fz-juelich.de)

Employing LFPs and spikes to model the non-linear behavior of the STN
Kostis P. Michmizos', Georgios L. Tagaris?, Damianos E. Sakas®, Konstantina S. Nikita!

!National Technical University of Athens, Athens, Greece
2G. Genimatas General Hospital, Athens, Greece
3Department of Neurosurgery, National and Kapodistrian University of Athens, Athens, Greece

Contact: Kostis Michmizos(konmic@biosim.ntua.gr)

Reduced models of striatal neurons: dopamine modulation and dynamics
Mark D Humpbhries, Nathan Lepora, Ric Wood, Kevin Gurney

Adaptive Behaviour Research Group, University of Sheffield, Sheffield, S10 2TN, UK
Contact: Mark Humphries(m.d.humphries@sheffield.ac.uk)

Quantifying the complexity of neural network output using entropy measures
Ryan M Foglyano', Farhad Kaffashi?, Thomas E Dick®, Kenneth A Loparo?, Christopher G Wilson'!

!Department of Pediatrics, Case Western Reserve University, Ohio, USA
2Department of Electrical Engineering & Computer Science, Case Western Reserve University, Ohio, USA
3Department of Medicine, Case Western Reserve University, Ohio, USA

Contact: Ryan Foglyano(rxf37@case.edu)

149



P323

P324

P325

P326

P327

P328

150

Altered respiratory rhythm in a preBo6tzinger complex model due to addition of
low-threshold, noninactivating K4 current and tonic input

Timothy S. Anderson, Ryan Foglyano, Christopher G. Wilson

Department of Pediatrics, Case Western Reserve University, Cleveland, Ohio 44106, USA
Contact: Timothy Anderson(tsa3@case.edu)

Comparative evolutionary computational analysis of cerebellar purkinje cell
structure and function

James M. Bower, Rachel N. Wilcox, Hugo Cornelis

Research Imaging Center, UTHSCSA, San Antonio, TX 78229, USA
Contact: James Bower(bower@uthscsa.edu)

— withdrawn —

Links between complex spikes and multiple synaptic plasticity mechanisms in
the cerebellar cortex

Rodrigo Publio!, Erik De Schutter'?

IComputational Neuroscience Unit, Okinawa Institute of Science and Technology, Okinawa 904-0411, Japan
2Theoretical Neurobiology, University of Antwerp, B-2610 Antwerpen, Belgium

Contact: Publio Rodrigo(publio@oist.jp)

Influence of action potential onset rapidness to dynamic response of cortical
neurons

W. Weil2:3, F. Wolf!:2:3

!Department of Nonlinear Dynamics, Max-Planck-Institute for Dynamics and Self-Organization, D-37073
Gottingen, Germany

2Bernstein Center for Computational Neuroscience, D37073 Gottingen, Germany

3Faculty of Physics, University of Gottingen, D37073 Gottingen, Germany

Contact: Wei Wei(wei@nld.ds.mpg.de)

Bursting neurons encode the time-dependent phase of the input signals
Marcelo A. Montemurro!, Ines Samengo?

! Department of Life Sciences, The University of Manchester, Manchester, UK
2Bariloche Atomic Center, S C de Bariloche, Rio Negro, Argentina

Contact: Marcelo Montemurro(m.montemurro@manchester.ac.uk)
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Transition between spike patterns induced by spike sorting errors in multi-unit
recordings

Antonio Pazienti', Sonja Griin®

'European Brain Research Institute, via del Fosso di Fiorano 64, 00143 Rome, ltaly
2Theoretical Neuroscience Group, RIKEN Brain Science Institute, Wako-shi, 351-0198 Saitama, Japan

Contact: Antonio Pazienti(apazienti@gmx.net)

Extensive chaotic dynamics in neural networks in the balanced state
Michael Kreissl':2?, Siegrid Léwel*®°, Fred Wolf':2:3

!Department of Nonlinear Dynamics, Max-Planck-Institute for Dynamics and Self-Organization, D-37073
Gottingen, Germany

2Bernstein Center for Computational Neuroscience, D-37073 Gottingen, Germany

3Faculty of Physics, University of Gottingen, D-37073 Géttingen, Germany

“4Institute of General Zoology and Animal Physiology, Friedrich-Schiller-University Jena, D-07743 Jena,
Germany

Bernstein Group for Computational Neuroscience, D07743 Jena, Germany

Contact: Kreissl Michael(kreisslOnld.ds.mpg.de)

Evaluation of Stroke Impairment Using Time Series Analysis
Kathrin Tyryshkin!, Janice I. Glasgow', Stephen H. Scott?

1School of Computing, Queen's University, Kingston, ON, K7K 7E4, Canada
2Department of Anatomy and Cell Biology, Queens University, Kingston, ON, K7K 7E4, Canada

Contact: Kathrin Tyryshkin(tyryshki©@cs.queensu.ca)

Detection of single trial power coincidence for the identification of distributed
cortical processes in a behavioral context

Anja Seidel', Michael Wibral?>, Matthias H.J. Munk?, Gaby Schneider!

!Department of Computer Science and Mathematics, Goethe-University Frankfurt, Frankfurt, Germany
2MEG Unit, Brain Imaging Center, Goethe-University Frankfurt, Frankfurt, Germany

3Department for the Physiology of Cognitive Processes, Max-Planck-Institute for Biological Cybernetics,
Tiubingen, Germany

Contact: Anja Seidel(seidela@rz.uni-frankfurt.de)

Irregularity of emergent network activity in the local circuit
Francesca Barbieri', Maria V. Sanchez-Vives!-2, Albert Compte'

nstitut d'Investigacions Biomédiques August Pi i Sunyer (IDIBAPS), Barcelona, Spain
2Catalan Institution for Research and Advanced Studies (ICREA), Barcelona, Spain

Contact: Francesca Barbieri(barbierifrancesc@gmail.com)
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Learning cortical representations from multiple whisker inputs
Stuart P. Wilson', Ben Mitchinson', Martin Pearson?, James A. Bednar®, Tony J. Prescott!

!Department of Psychology, University of Sheffield, Sheffield, UK
2Bristol Robotics Laboratory, Bristol, UK
3School of Informatics, University of Edinburgh, Edinburgh, UK

Contact: Stuart Wilson(s.p.wilson@sheffield.ac.uk)

Quantitative modeling of the dynamics of adult hippocampal neurogenesis in
mice
Susanne Lezius!?, Imke Kirste?3, Christoph Bandt?, Gerd Kempermann?, Laurenz Wiskott!:°

nstitute for Theoretical Biology, Humboldt-Universitdt zu Berlin, 10115 Berlin, Germany

2CRTD - Center for Regenerative Therapies Dresden, 01307 Dresden, Germany

3International Max Planck Research School ‘The Life Course: Evolutionary and Ontogenetic Dynamics’
(LIFE), Max Planck Institute for Human Development, 14195 Berlin, Germany

“Department of Mathematics and Computer Science, Ernst-Moritz-Arndt-Universitat, 17487 Greifswald,
Germany

5Bernstein Center for Computational Neuroscience, Humboldt-Universitat zu Berlin, 10115 Berlin, Germany

Contact: Susanne Lezius(susanne.lezius@biologie.hu-berlin.de)

Back propagating action potential and distant-dependent calcium signaling in
CA1 pyramidal neurons

Martine R. Groen', Rhiannon M. Meredith!, David C. Sterratt?, Huibert D. Mansvelder', Arjen
van Ooyen'

!Department of Integrative Neurophysiology, VU University Amsterdam, de Boelelaan 1085,1081 HV Ams-
terdam, Netherlands

2Institute for Adaptive and Neural Computation, School of Informatics, University of Edinburgh, Edinburgh,
EH8 9AB, UK

Contact: Martine Groen(martine.groen@cncr.vu.nl)

The role of dendritic plasticity in noise induced synchrony
Darci D. Taylor! and Paul C. Bressloff'2

IDepartment of Mathematics, University of Utah, Salt Lake City, Utah 84112, USA
2Mathematical Institute, University of Oxford, 24-29 St. Giles’, Oxford OX1 3LB, UK

Contact: Darci Taylor(darci@math.utah.edu)

Multimodal encoding in a cortical model for spatial navigation planning

Louis-Emmanuel Martinet':?-3, Denis Sheynikhovich!2, Jean-Arcady Meyer?, Angelo Arleo'?

LUPMC Univ Paris 6, UMR 7102, F-75005, Paris, France
2CNRS, UMR 7102, F-75005, Paris, France
3UPMC Univ Paris 6, UMR 7222, ISIR, F-75005, Paris, France

Contact: Louis-Emmanuel Martinet(louis-emmanuel.martinet@upmc.fr)
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Trial-to-trial variability of phase precession in the hippocampus

Robert Schmidt'?, Kamran Diba®, Christian Leibold*, Dietmar Schmitz?°, Gyérgy Buzsaki®,
Richard Kempter!:2:

!nstitute for Theoretical Biology, Department of Biology, Humboldt-Universitit zu Berlin, Invalidenstr. 43,
10115 Berlin, Germany

2Bernstein Center for Computational Neuroscience Berlin, Philippstr. 13, 10115 Berlin, Germany

3Center for Molecular and Behavioral Neurobiology, Rutgers University, 197 University Ave, Newark, New
Jersey 07102, USA

4Department of Biology II, University of Munich, GroRhaderner Str. 2, 82152 Planegg-Martinsried, Germany
5Neuroscience Research Center, Charité, Universititsmedizin Berlin, Charitéplatz 1, 10117 Berlin, Germany

Contact: Robert Schmidt(r.schmidt@biologie.hu-berlin.de)

Self-organization of asymmetric associative networks
Christian Albers, Klaus Pawelzik

Institute for Theoretical Physics, University Bremen, D-28359 Bremen, Germany
Contact: Christian Albers(quac.albers@web.de)

Emotion selectively impairs associative memory
Christopher R. Madan', Christine S. M. Lau', Jeremy B. Caplan'-?, Esther Fujiwara®3

!Department of Psychology, University of Alberta, Edmonton, AB, T6G 2E9, Canada
2Department of Psychiatry, University of Alberta, Edmonton, AB, T6G 2E9, Canada
3Centre for Neuroscience, University of Alberta, Edmonton, AB, T6G 2E9, Canada

Contact: Christopher Madan(cmadan@ualberta.ca)

Enhanced neural modulations during BMI experiments: control perspective

Miriam Zacksenhouse', Koren Beiser!, Joseph E. O’Doherty?, Mikhail A. Lebedev?, Miguel A.L.
Nicolelis?

'Faculty of mechanical Engineering, Technion, Haifa, Israel
2Department of Biomedical Engineering, Duke University, Durham, NC, 27710, USA
3Department of Neurobiology, Center for Neuro-engineering, Duke University, Durham, NC, 27710, USA

Contact: Miriam Zacksenhouse(mermz@techunix.technion.ac.il)

Role of inhibition in the suppression of a-motoneuron hyper-excitability following
chronic spinal cord injury

Sharmila Venugopal', Sharon Crook!:?, Mini Kurian?3, Ranu Jung'-?

I Center for Adaptive Neural Systems, Arizona State University, Tempe, AZ 85287, USA

2Harrington Department of Bioengineering, Arizona State University, Tempe, AZ 85287, USA

3Dept. of Mathematics & Statistics & School of Life Sciences, Arizona State University, Tempe, AZ 85287,
USA

Contact: Sharmila Venugopal(sharmila.venugopal©@asu.edu)
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Modifications in motor cortical spiking dynamics induced by practice

Bjgrg E. Kilavik!*, Sébastien Roux!->?, Adrian Ponce-Alvarez!, Joachim Confais', Sonja Griin*,
Alexa Riehle!*

'The Mediterranean Institute for Cognitive Neuroscience, CNRS — Université de la Méditerranée, Marseille,
France

2Bernstein Center for Computational Neuroscience, Albert-Ludwigs-Universitit, Freiburg, Germany
3Neurobiology and Biophysics, Institute of Biology Ill, Albert-Ludwigs-Universitit, Freiburg, Germany
4Theoretical Neuroscience Group, Riken Brain Science Institute, Wako-Shi, Japan

Contact: Bjgrg Kilavik(kilavik@incm.cnrs-mrs.fr)

Inclusion of noise in iterated firing time maps based on the PRC
Fred H. Sieling!, Carmen C. Canavier?, Astrid A. Prinz!-3

'Wallace H. Coulter Department of Biomedical Engineering, Georgia Institute of Technology and Emory
University, Atlanta, GA 30332, USA

2Neuroscience Center for Excellence and Department of Ophthalmology, Louisiana State University Health
Sciences Center, New Orleans, LA, 70112, USA

3Department of Biology, Emory University, Atlanta, GA, 30322, USA

Contact: Fred Sieling(fred.sieling@bme.gatech.edu)

Passive current transfer in wildtype and genetically modified Drosophila mo-
toneuron dendrites

Sandra D. Berger', Marco Arieli Herrera-Valdez>®, Carsten Duch'!, Sharon Crook!2

1School of Life Sciences, Arizona State University, Tempe, AZ 85287, USA

2Department of Mathematics and Statistics, Arizona State University, Tempe, AZ 85287, USA
3Mathematical, Computational, and Modeling Sciences Center, Arizona State University, Tempe, AZ 85287,
USA

Contact: Sandra Berger(sandra.berger@asu.edu)

Efficient current-based optimization techniques for parameter estimation in
multi-compartment neuronal models

Nathan F. Lepora, Paul G. Overton, Kevin Gurney

Department of Psychology, University of Sheffield, Sheffield, S10 2TN, UK
Contact: Nathan Lepora(n.lepora@sheffield.ac.uk)

A new simulation environment to model spontaneous and evoked activity of
large-scale neuronal networks coupled to micro-electrode arrays

Marcello Mulas, Sergio Martinoia, Paolo Massobrio

Department of Biophysical and Electronic Engineering (DIBE), University of Genova, Genova, ltaly
Contact: Marcello Mulas(marcello.mulas@unige.it)
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Fast encoding/decoding of haptic microneurography data based on first spike
latencies

Romain Brasselet!, Roland S. Johansson?, Olivier Coenen', Angelo Arleo’

LUPMC Univ Paris 6, UMR 7102, F-75005, Paris, France
2UMEA Univ, Dept Integr Medical Biology, SE-901 87 Ume&, Sweden

Contact: Romain Brasselet(rbrassel@snv jussieu.fr)

A dynamic neural model of localization of brief successive stimuli in saltation
Hil G.E. Meijer', Jorg Trojan?, Dieter Kleinb&hl?, Rupert Hélzl?>, Jan R. Buitenweg!

!Department of Mathematics, Electrical Engineering, Computer Science and Mathematics, University of
Twente, Enschede, Postbus 217, 7500 AE, Netherlands
20tto Selz Institute for Applied Psychology, University of Mannheim, Mannheim, 68131, Germany

Contact: Hil Meijer(meijerhge@math.utwente.nl)

Interplay between spontaneous and sensory activities in barrel cortex: a compu-
tational study

Elena Phoka!, Mark Wildie!, Rasmus S. Petersen?, Mauricio Barahona!, Simon R. Schultz!

IDepartment of Bioengineering, Imperial College London, London, SW7 2AZ, UK
2Faculty of Life Sciences, University of Manchester, Manchester, M60 1QD, UK

Contact: Elena Phoka(e.phoka07@imperial.ac.uk)

Artificial grammar recognition using spiking neural networks

Philip Cavaco!, Baran Ciiriiklii', Karl Magnus Petersson?

1School of Innovation Design and Engineering, Milerdalen University, Vasteras, 721 23, Sweden
2F.C. Donders Centre for Cognitive Neuroimaging, Radboud University of Nigmegen, Nijmegen, 6525, The
Netherlands

Contact: Philip Cavaco(philip.cavaco®Qki.se)

A nonparametric Bayesian approach to adaptive sampling of psychometric func-
tions

Tobias Elze, Juergen Jost, Stephan Poppe

Max-Planck Institute for Mathematics in the Sciences, Leipzig, Germany
Contact: Tobias Elze(tobias.elze@mis.mpg.de)
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P354 Eye dominance induces pinwheel crystallization in models of visual cortical de-
velopment

Lars Reich!2, Siegrid Léwel®, Fred Wolf*-?

!'Max-Planck-Institute for Dynamics and Self-Organization, Géttingen, Germany
2Bernstein Center for Computational Neuroscience, Gottingen, Germany
3Institute of General Zoology and Animal Physiology, University Jena, Germany

Contact: Lars Reichl(reichl@nld.ds.mpg.de)

P355 Feedback in a hierarchical model of object recognition in cortex
Salvador Dura', Thomas Wennekers!, Sue Denham'

I Centre for Theoretical and Computational Neuroscience, University of Plymouth, Plymouth, PL4 8AA, UK
Contact: Salvador Dura(salvador.durabernal@plymouth.ac.uk)

P356 Probing the visual system with visual hypotheses
Raul C Muresan'-2, loana Tincas', Vasile V. Moca', Lucia Melloni?

!Center for Cognitive and Neural Studies (Coneural), Cluj-Napoca, Romania
2Max Planck Institute for Brain Research, Frankfurt, Germany

Contact: Raul Muresan(muresan@coneural.org)

P357 On the role of the scale invariance and the independent components of natural
scenes on the receptive fields of simple cells

Neéstor Parga, José M. Delgado

Department of Theoretical Physics, Universidad Auténoma de Madrid, Madrid, Spain
Contact: Nestor Parga(nestor.parga@uam.es)

P358 Large-scale computational model of cat primary visual cortex
Gleb Basalyga, Thomas Wennekers

Centre for Theoretical and Computational Neuroscience (CTCN), University of Plymouth, Plymouth, UK
Contact: Gleb Basalyga(gbasalyga@plymouth.ac.uk)

P359 Decoding the population dynamics underlying ocular following response using a
probabilistic framework

Laurent U. Perrinet, Guillaume S. Masson

UMR6193 CNRS - Univ. Aix-Marseille, France
Contact: Perrinet Laurent(laurent.perrinet@incm.cnrs-mrs.fr)
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Can reduced contour detection performance in the periphery be explained by
larger integration fields?

Nadja Schinkel-Bielefeld', Udo A. Ernst?, Klaus R. Pawelzik? , Simon D. Neitzel®, Sunita Mandon?,
Andreas A. Kreiter?, Ruth Rosenholtz!

!Department of Brain and Cognitive Sciences, Massachusetts Institute of Technology, Cambridge, MA
02139, USA

2Institute for Theoretical Neurophysics, University of Bremen, 28334 Bremen, Germany

3Institute for Brain Research, University of Bremen, 28334 Bremen, Germany

Contact: Nadja Schinkel-Bielefeld(schinkel@mit.edu)

Sparse connectivity selectively reduces diagnostic facial information: An ICA
model of congenital prosopagnosia

Rainer Stollhoff*, Ingo Kennerknecht?, Jiirgen Jost!

'Max Planck Institute for Mathematics in the Sciences, Leipzig, Germany
2Institut fiir Humangenetik, Westfalische Wilhelms-Universitit, Miinster, Germany

Contact: Rainer Stollhoff(rainer.stollhoff@mis.mpg.de)

Simulation of multiple functions of the retinal circuitry: A computational and a
hardware model

Murat Saglam, Yuki Hayashida, Nobuki Murayama

Human & Environmental Informatics Engineering, Kumamoto University, Kumamoto, 860-8555, Japan
Contact: Yuki Hayashida(yukih@cs.kumamoto-u.ac.jp)

A computational neural network model of perisaccadic mislocalization in total
darkness

Arnold Ziesche, Fred H. Hamker

Westfalische Wilhelms-Universitat Miinster, Germany
Contact: Arnold Ziesche(arnoldziesche@gmx.net)

Dynamical insights on the history-dependence during continuous presentation of
rivaling stimuli

Pedro Garcia!, Gustavo Deco?, Alexander Pastukhov®, Jochen Braun?®, Toni Guillamon*

'Mathematics Research Center, Sciences Faculty, Autonomous University of Barcelona, 08193, Barcelona,
Spain

2Department of Technology, Pompeu Fabra University, Tanger 122-140, 08018 Barcelona, Spain

3Institute of Biology, Otto-von-Guericke University, Leipziger Str. 44, 39120 Magdeburg, Germany
4Department of Applied Mathematics I, Polytechnic University of Catalonia, Dr. Marafién 44-50, 08028,
Barcelona, Spain

Contact: Pedro Ernesto Garcia Rodriguez(pedroernesto.garcia@gmail.com)
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P365 A global decision-making model via synchronization in macrocolumn units
Yasuomi D. Sato!, Jenia Jitsev!, Thomas Burwick!?, Christoph von der Malsburg®

'Frankfurt Institute for Advanced Studies (FIAS), Johann Wolfgang Goethe University, Ruth-Moufang-Str.1,
Frankfurt am Main, 60438, Germany
2Thinking Networks AG, Markt 45-47, 52062 Aachen, Germany

Contact: Yasuomi Sato(sato®©fias.uni-frankfurt.de)

P366 A correspondence-based neural mechanism for position invariant feature pro-
cessing
Yasuomi D. Sato, Jenia Jistev, Philipp Wolfrum, Christoph von der Malsburg

Frankfurt Institute for Advanced Studies (FIAS), Johann Wolfgang Goethe-University, Ruth-Moufang-Str.
1, Frankfurt am Main, 60438, Germany

Contact: Yasuomi Sato(sato®©fias.uni-frankfurt.de)

P367 Neuronal responses in the cortical area MSTd during smooth pursuit and ocular
following eye movements

Lukas Brostek!, Seiji Ono?, Michael J. Mustari®>3, Ulrich Nuding!, Ulrich Biittner!, Stefan
Glasauer!

IClinical Neurosciences and Bernstein Center for Computational Neuroscience, University of Munich, Mu-
nich, Germany

2Yerkes National Primate Research Center, Atlanta, GA, USA

3Dept. of Neurology, Emory University, Atlanta, GA, USA

Contact: Lukas Brostek(lukas.brostek@Irz.uni-muenchen.de)
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Cruise and Banquet

Monday July 20, 2009

Boat cruise on the river Spree
Banquet in the 'Orangerie’ of Palace Charlottenburg

The social event of the CNS 2009 in Berlin will start with a boat
cruise on the river Spree passing by most the famous attractions in the
centre of the town (Miihlendammschleuse, Nikolai-Quarter, Cathedral
of Berlin, Museumsinsel (Isle of Museums), Friedrichstrale, Reichstag,
Houses of Jakob-Kaiser, Marie-Elisabeth Liiders, Paul-Lébe, Federal
Chancellery, Hall of Congress, Moabiter Werder, Castle Bellevue and
Ministry of Interior). From the Castle Bridge you already have a view
to the Palace of Charlottenburg, where a banquet will be the highlight
of the evening.
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A glimpse on the mighty ves-
sels majesticly cruising along
the river Spree

Two boats will await you for boarding: MV 'Mark Brandenburg’ and MV 'Belvedere’. We will start
walking to the mooring '"Markisches Ufer’ at 17:30. The walk will last about 20 minutes. Participants
who are not able to make this walk are requested to inform the reception accordingly latest by
Monday, 20th July 14:00. We will organize group taxis accordingly. The boats are scheduled to
leave at 18:00. You are entitled to get 2 drinks free of charge (one alcoholic and one non-alcoholic, or
2 non-alcoholic, if you prefer). For this purpose we prepared the voucher for the banquet accordingly.

There are two marked corners which the personnel on the ship will tear off, once you order your
drink(s).

Estimated arrival time at mooring 'Tegeler Weg'
will be 20:00 — After a small walk (5 minutes) you
can enjoy the view to the famous Palace Charlot-
tenburg:
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The Great Orangery at Charlottenburg
Palace, built between 1709 and 1712,
was originally used to overwinter the
rare citrus plants of the botanical col-
lection. During summer months, when
500 orange, lemon and sour orange trees
adorned the baroque palace gardens, the
Orangery hosted sumptuous royal festiv-
ities on a regular basis.

Destroyed in World War I, the former greenhouse’s exterior has been rebuilt in its original beauty.
According to its tradition, the opulent light-flooded ballrooms of the Great Orangery once more
provide the perfect setting for all kinds of cultural events, concerts and banquets.

And here we are back in 2009 — 500 orange trees will be
replaced by 500 scientists in a sumptuous CNS festivity!
Organizers hope that this event will remain unforget-
table. You will be received by music from two of our
Bremen students (Felix Patzelt — classical guitar and
Joscha Schmiedt — Bajan).

You are invited to inspect the park or take a seat already and enjoy another drink. A flying buffet
offering extremely delicious bites and bits will make it easy for everybody to enjoy different kinds of
food without queueing up. Wine will be served, all other drinks can be ordered directly. Joscha and
Felix will be pleased to entertain you further while you are enjoying a coffee.

Although our baroque setting would suggest to bring you back in a sedan carriage, we ordered
modern busses for returning to Gendarmenmarkt. The first bus will be waiting at 23:00, further
busses will follow in about 10-minute intervals. You will be accompanied to the bus by students.
Please remember to bring your voucher for the banquet with you! If not, you may help our service
staff with washing the dishes in the palace’s medieval kitchens.

How to go to the Orangerie/Palace Charlottenburg from Gendarmenmarkt or back (for those who
get seasick on river boats...):

e Take metro U2 (direction 'Ruhleben’) to station 'Ernst-Reuter-Platz’, then take Bus M/45
(direction 'Spandau, Johannesstift’) and get off at station "Luisenplatz/SchloR Charlottenburg’.
Takes 25 minutes and runs every 5 — 10 minutes. Alternatively, get off the metro at station
'Sophie-Charlotte-Platz’ and walk about 10 mins. north on the SchloBstr. (sic!). Highly
recommended, as you are passing through a quarter with many fine old buildings from the end
of 19" century.

e ...and for those who have to leave earlier, please take the above route in opposite direction,
using bus M 45 (direction 'S+U Zoologischer Garten’) and metro U2 (direction 'S+U Pankow’).
Runs every 10 mins. until midnight.

For directions, see the sketch on the opposite page which also shows the location of the CNS party!
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CNS Party

Tuesday July 21, 2009

At the border of the quarters Charlottenburg and Moabit close to the river Spree you find the
"Universal Hall'. It is a typical brick building from the time of rapid industrial expansion in Germany
which formerly served as a pumping station. The building offers an incomparable charm and industrial
history like no other location.
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Participants are invited to join the party at any time. It will officially start at 21:00. To get there,
either take metro U2 from station 'Stadtmitte’ (direction 'Ruhleben’) and get off at station "Ernst-
Reuter-Platz’ (15 mins. travel time). Then walk north along the "MarchstraRe’ and 'Franklinstrale’,
cross the river Spree and you're there (15 mins walking time). Please try to avoid coming by car;
there are only limited capacities for parking in the neighbourhood.

Alternatively. . .

e Take metro U6 from station 'Stadtmitte’ (direction "Alt-Tegel’), change at "Seestrale’ into Bus
106 (direction 'Schoneberg, Lindenhof’), and get off at station "Alt Moabit/GotzkowskystraRe’.
Trip time is between 25-40 minutes, and there is a connection at least every 20 minutes.

e Take metro U2 from station 'Stadtmitte’ (direction 'Ruhleben’), change at 'BiilowstraRe’ into
Bus 106 (direction "U Seestr."), and get off at station 'Alt Moabit/GotzkowskystraRe'. Trip
time is about 30 minutes.

A group of 3 ladies (Mareike Schinzel, Tanja Hut-
terer, Larissa Scharnowske) and one young man
(Malte Ténissen) who call themselves 'eskeemo’
will welcome you with hot Jazz music. They
will partly have their own compositions and partly
bring songs you will certainly know. Feel your-
selves free to dance, talk and relax after the tough
meeting. Maybe this event will end in a jam ses-
sion? The hall will be available till 2:00 in the
morning (and maybe later...)

In between the answer to the question about
the best poster presentation will be solved.
Hopefully the authors will be there to receive
the applause. Also the most funny posters will
get special attention. And — be there to learn
about the location and setting of next year's
CNS conference! Fun is to be expected, and
don't worry, there will not be long talks any
more!

Drinks can be bought at the bar, and for those who feel hungry, there will be a snack-bar (Hot-
Dog-Stand) in front of the building, selling Curry sausages with fries and other typical Berlinian-
Cosmopolitan-Snacks-And-Goodies. Smoking is not allowed in the building.

Have fun and enjoy this special atmosphere!

For returning to the Gendarmenmarkt, you can take the above connections in reverse direction (at
least every 20 minutes, until 0:30 in the morning). After 0:30, there is a nightbus-connection which
runs every 30 minutes, from 0:37 on: Walk on the street 'Alt-Moabit’ for about 500 meters in
easterly direction to metro station "Turmstrale’. Take the bus A/27 (direction "U+S Pankow’) and
get off at station 'U Reinickendorfer Str./Fennstr.”. Change into night bus N6 (direction 'U Alt
Mariendorf’) until you reach 'U Stadtmitte’. Takes about 35 minutes.
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L ocal and Touristic Information

Transportation

Public Transport

Berlin has an excellent public transport system which allows you to get to nearly all places as fast
as in a car. It consists of short distance trains (S-Bahn), metros (U-Bahn), trams (MetroTram
and StraRenbahn) and buses (Bus and Metrobus). Note that for S-Bahn and metros, tickets
have to be stamped in the small machines at the entrances of the train stations prior
to boarding! Only in buses and trams you can stamp your tickes (immediately) after
boarding. Otherwise, you will be fined with € 40.

The beauty is that all these means of transport can be used with the same tickets, and that you can
freely change between these transports during your trip (exception: short trip tickets allow only to
change between short distance trains and metros), and that there are only four tariff zone options:

e short trip (Kurzstrecke)
e zones AB
e zones BC

e zones ABC

A short trip ticket is valid for three metro/S-Bahn or six tram/bus stations. Zone 'A’ includes
Berlin's inner city and the S-Bahn ring line and zone 'B’ is the rest of the city. Zone 'C’ is Greater
Berlin and is needed to reach Schonefeld Airport or the city of Potsdam (see below). This means
that you will mainly need "AB’ tickets.

There are single tickets ('AB’ €2.10, 'ABC’ €2.80), short trip tickets, day tickets, group tickets
and 24h/48h/72h/5-day tourist tickets as well (not cheaper than multiple day tickets, but 50%
off at a multitude of museums). A day ticket is as expensive as three single tickets, but defi-
nitely more convenient. Tickets can be bought at all S-Bahn and metro stations and in the trams
(vending machine, coins only) and buses (from the driver, coins and small bank notes). Under
http://www.bvg.de/index.php/en/Bvg/Start there is an english journey planner available which

gives you detailed instructions on how to get from any station or address to any other station or
address.

Public transport at night: In Berlin, it is no (big) problem to get home late
at night. On the weekend metros and S-Bahn are less frequent, but at least
they are there. In the week, no S-Bahn, metros and trams run between
0:30 and 4:30. Instead, there are night buses and at least for every metro
a substitute nightbus, e.g. instead of the metro U2 there is the night bus
N2.

kreuz' there are two other big train stations, you will most probably onIy " D;
need Central Station: All intercity trains pass Central Station and its closer
to the city centre.
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Airports

Berlin has nowadays two airports: Schonefeld International Airport (SXF) and Tegel International
Airport (TXL). From both airports it is only a quick ride to the city:

From Schonefeld you can take the S-Bahn S9, direction 'Spandau’ to the centre, and you will need
an 'ABC’ ticket. In order to get to the Hilton Hotel or the Berlin Brandenburg Academy of Science,
you can change at the station 'Alexanderplatz’ into the metro U2, direction 'Ruhleben’ and get off
at the station "Hausvogteiplatz'.

From Tegel, you can take the bus TX L to the center (ticket 'AB’). From the bus stop 'Staatsoper
Berlin', it is only a short walk to both locations.

For every other destination you can query http://www.bvg.de.

Car Rental Service

If you insist in using a car. there are of course the standard services:
e Europcar Autovermietung, 24H, Alexanderplatz 8, 10178 Berlin (14)
e Sixt, Leipziger Str. 104, 10117 Berlin (H5)

e Natives prefer the cheaper local company
'Robben & Wientjes' http://www.robben-wientjes.de...

e ...or do you want to ride the pride of the German Democratic Republic, the famous Trabant
('Trabis')? Then go to http://www.trabitrip.de!

If you are planning for a more extensive round trip through Germany after the conference, you may
want to try http://www.holidayautos.com or http://www.fti-touristik.de (sorry, only in German!),
who normally offer reasonably priced rental cars with unlimited mileage and all extra insurances
already included...

Bike Rental Service

Berlin has lots of bicycle lanes and it is a pleasure to cruise through the city and its parks. There
are countless small rental services. The easiest would be to ask at your hotel. There is even a
company offering guided tours on bike with various touristic themes at your selection. See details
at http://www.berlinonbike.de/english /index.php.

166



Sightseeing

Berlin Must-Sees: obligatory for every Berlin tourist

Almost all of these Must-Sees are within walking distance from the Gendarmenmarkt. Have a look
at your Stop& Go Berlin City Map !

Brandenburger Tor (formerly "part’ of the Wall, G4), Reichstag (free admission, fantastic view, but
don’t bring your guns! — G4), Holocaust Memorial (impressive, G4), Museum Island (culture on-
the-block, H4-14), German Cathedral (H4), French Cathedral (H4) and Cathedral of Berlin (14) (for
our faithful attendees), Berlin Wall (a few pieces are still there, H5, H2, G4 — ask a local Stasi chief
officer for details), Rotes Rathaus (14), Nikolai-Viertel (14), Markisches Viertel (ancient downtown,
14/15), Kaiser-Wilhelm commemoration church (named the "hollow tooth’, E5), Concert House (H4)
and Opera (H4), Philharmonie (G5) (for our music-lovers, Yo, Beethoven, Yo!), Checkpoint Charlie
(must take your passports with you to cross the border! — H5), ...

Hint: Just walk for five minutes in any direction and you will discover something remarkable, historic,
beautiful or simply interesting.

Over the Rooftops of Berlin

e Television Tower

located at Alexanderplatz, the Berlin television tower with its 368 meters is the highest building
in Germany. There is a platform at 200 meters with a café and a great view. Unfortunately,
entrance and drinks are quite expensive. On the weekend, there are often quite long queues.

http://www.tv-turm.de, PanoramastralBe 1A (Mitte, 14)

e Park Inn

Right next to the television tower, there is the hotel 'Park Inn” which poses a prominent part of
the Berlin Skyline as well. At 37" floor, the highest one, you will find a restaurant to sit down,
take a coffee and enjoy the view. There is even the possibility of a riskless jump from the roof
on the week—end, secured by steel wire ('Base-Flying’, http://www.jochen-schweizer.de). No
entrance fee, no queues.

http://www.parkinn-berlin.de, Alexanderplatz 7 (Mitte, 14)

e Telefunken Tower

If you want to see another part of Berlin from above you can go to the Telefunken Tower at
Ernst-Reuter-Platz, easy to identify by a big "T". The Building has only twenty floors, but there
is a refectory of technical university on the top floor. No entrance fee, no queues, cheap coffee
and food.

Ernst-Reuter-Platz 7 (Charlottenburg, D4)

e Hi-Flyer ("Welt-Balloon’)

Why climb a high building if you can fly? The Hi-Flyer is a large captive Balloon which is
located right in the centre of Berlin and can be seen from nearly everywhere. If you dare you
can board and rise to about 150 meters. Not cheap though — and there is no coffee, either!

http://www.air-service-berlin.de Am Checkpoint Charlie (Mitte, H5)
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City Tours

e Boat Tour

168

For those who missed the conference tour, there are two mini-cruise companies, 'Reederei
Riedel’ and 'Stern und Kreis' who provide frequent rides on the river Spree, showing the
main touristic spots (or, at least, those who can be seen from the water...). Just go to the
Museumsinsel (museum island, H4) in the city center, and board at one of the several landing
places.

http://www.reederei-riedel.de/?lang=en (Mitte)

http://www.sternundkreis.de /English /english.html (Mitte)

City Center Bus Tour by BVG

Highly recommended! The cheap alternative to 'normal’ city tours from private companies.
There are two lines of double-decker buses, numbers 100 and the 200, which start at the station
‘Tiergarten’, run through the city center, pass by a lot of sights before reaching "Unter den
Linden’. Side benefit: You do not have to listen to explanations of a guide.

http://www.bvg.de/index.php/en/Bvg/Start

Trabisafari

A guided tour to all the famous sights of
Berlin, but not a normal one. This tour is
using 'Trabis' (see above). You can steer
yourself.

http://www.trabi-safari.de




Museums

Berlin has over 170 museums. Really. Honestly. Indeed...

You still dont believe it? Go to http://www.berlin.de/international/museums/index.en.php and
count for yourself. Ha!

Besides the most famous "Museumsinsel’, we just want to mention a few museums which are really
worth seeing...
e German Museum for Technology

Vast collection of everything from technology: computers, trains, engineering, flight, etc, etc,
etc, etc. Exceptional!

http://www.dtmb.de, Trebbiner StraBe 9 (Tempelhof, G6)

e DDR-Museum
The history of the former German Democratic Republic

http://www.ddr-museum.de, Karl-Liebknecht-Str. 1 (Mitte, 14)

e Filmmuseum
A museum about movies. Nice!

http://www.filmmuseum-berlin.de, Potsdamer Str. 2 (Tiergarten, G5)

e Mauermuseum

A relatively small, but very impressive museum about the wall. Tells the many stories of the
people who wanted to escape communism...

http://www.mauermuseum.de, Friedrichstr. 43-45 (Mitte, H5)

e Museum fiir Kommunikation
A museum about communication, having its origins in a former postal museum...

http://www.museumsstiftung.de, Leipziger Strale 16 (Mitte, H5)

e Musikinstrumenten-Museum

Incredible collection of old and contemporary musical instruments. Hear the big Wurlitzer
orchestrion play!

http://www.mim-berlin.de, Tiergartenstr. 1 (Tiergarten, G5)

e Museum fiir Gegenwart ('contemporary art’)

An impressive collection of contemporary art in a beautiful, old train station. The architecture
alone is worth a visit, setting a counterpoint to the adjacent new main train station...

http://www.hamburgerbahnhof.de/text.php?lang=en, Invalidenstralle 50-51 (Mitte, G3)
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Food and Fluids

In Berlin, no matter where you are, there is normally a doner kebap, a pizza or one of the more
traditional curry 'sausage’ places nearby. It is nearly impossible to list all the good restaurants, cozy
bistros and relaxed cafés throughout the city.

But if for some reason you are interested in something really special, here is a short list. . .

e Anheim

An inconspicious, but good restaurant in the vicinity of the 'Friedrichstadtpalast’ with innovative
recipes — try it!

http://www.restaurant-anheim.de, Friedrichstr. 134 (Mitte, H3)

e Mustafas Gemiise Doner

If Berlin natives want to eat doner kebap, they go to Mustafas at Mehringdamm. There is no
doner like Mustafas doner!

Mehringdamm 32 (Kreuzberg, H6)

e Konnopke's Imbiss

Reportedly the oldest snack stall of Berlin. If you want to eat 'original German Currywurst’,
have a look! Below station 'Eberswalder Strae’, metro U2

http://konnopke-imbiss.de, Schénhauser Allee 44a (Prenzlauer Berg, 12)

e Il Casolare

Due to some it is the best pizzeria in Berlin. There has to be at least something to it, because
during the weekend, especially when the weather is good, the place is crowded.

Grimmstr. 30 (Kreuzberg, 16)

e Ishin
Ishin is a sushi restaurant near the conference place. The ] s »
sushi is delicious, as agree all the clients from Asia and Local i
Europe. Organizer/

http://www.ishin.de, Mittelstralle 24 (Mitte, H4)

e Café Einstein

Located in an old mansion, Café Einstein is a place
with the original 'Wiener Caféhaus’-atmosphere. Try a
"Wiener Schnitzel’, it is delicious. If the weather is nice,
it is a difficult choice between the mansion’s garden and
the beautiful rooms indoors.

http://www.cafeeinstein.com, KurfiirstenstraBe 58 (Tier-

garten, F5)
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e Monsiour Vuong

Very popular with Berlin citizens and tourists, this Vietnamese restaurant, or Indochina café as
it calls itself, offers a nice atmosphere and tasty food. The restaurant is nearly always crowded
and reservations are not possible.

http://www.monsieurvuong.de, Alte Schénhauser Str. 46 (Mitte, 13)

If there is a queue and you do not want to wait, you can visit...

e Makotos Japanese Noodle Restaurant

... which is right in front. There they serve, well, Japanese noodle dishes. But you should try
the delicious dumplings as well. Tested and approved by Japanese scientists.

Alte Schonhauser StraBe 13 (Mitte, 13)

Unsicht-Bar

The name of the restaurant is a pun of words of 'unsichtbar’, which means 'invisible’ and the
word 'Bar’, which means, well, 'bar’. It is Germanys first 'Dunkelrestaurant’, which means
that food is served by blind waiters and waitresses in complete darkness. A unique 'hands-on’
experience! Recommended for scientists doing lesion experiments. Reservations obligatory.

http://www.unsicht-bar-berlin.de, Gormannstr. 14 (Mitte, 13)

Weinhaus Rutz

If you are looking for a very good restaurant with an excellent collection of wines and are willing
to pay for it, have a look at Weinhaus Rutz. Its Michelin Star is well earned. Reservations
recommended.

http://www.rutz-weinbar.de, Chausseestr. 8 (Mitte, H3)

Facil

According to a famous German restaurant critic the best restaurant in Berlin. It is located in
the courtyard of the Mandala hotel. Not Japanese-scientist-approved, though. Reservations
recommended.

http://www.facil.de, Potsdamer Strasse 3 (Mitte, G5)

Or, if you prefer to eat whilst stepping onto a side track of mainstream entertainment...

e White Trash
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In the restaurant and club White Trash a couple of stars are cultivatedly crashed. Even Pink
and Mick Jagger have been there after their concerts. Here, the tattooed rocker as well as the
Agency's Fuzzi gets his after-work beer as well as spicy chili-cheese burgers.

http://new.whitetrashfastfood.com, Schénhauser Allee 6-7 (Mitte, 13)

Kaffee Burger

Dance-Inn since 1890 with an extraordinary history (infamous café, scene bar for theatre makers,
Stasi observation position. ..). Now the 'bear is tap-dancing’! Nearly every day you can have
some live-music or literature followed by a party.

http://www.kaffeeburger.de Torstralle 60 (Mitte, 13)




Parties, Beer and Night Life

Night Life Neighbourhoods
In Berlin, there is not just one place where people go to party, but many different zones. Here are
a few of the most important ones:

1. Simon-Dach-Stralle (Friedrichshain)

In this part of Friedrichshain there are many bars and cafés which are cheap and much frequented
by students.

2. Bergmannstralle (Kreuzberg)

Not as cheap as Simon-Dach-Strae and a little bit smaller, but nevertheless a nice neighbour-

hood.

3. Oranienstralle, Schlesisches Tor (Kreuzberg)

This is the more left-wing alternative part of Berlin. But don't worry, apart from the first of
May ('labour day’), it is a safe place.

4. Oranienburger Stralle (Mitte)

In this and and the adjacent streets, located between the train/S-Bahn stations 'Friedrichsstrale’
and 'Hackscher Markt’, lots of bars attract a lot of tourists. Around Hackscher Markt there is
an abundance of small shops for your daytime shopping spree.

5. Helmholtzplatz (Prenzlauer Berg)

A little bit more quiet. Prenzlauer Berg is said to have the highest birth rate in Germany, but
nevertheless there are not only young mothers in the cafés and restaurants. At least not during

nighttime.
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Especially recommended clubs

e Berghain

Not a zone, but the world’s best techno club (according to DJ Mag). It is located in a former
power plant in Friedrichshain and is infamous for its selective door policy. E.g., wear a shirt
and you are out. It is as well not recommendable to try to enter as a group.

http://www.berghain.de, Am Wriezener Bahnhof (Kreuzberg/Friedrichshain)

e Weekend

The week-end is not only located at the end of the week, but also on the roof of an office
building at Alexanderplatz. It is only open if the weather is nice — but if the weather is nice
you can party with an incredible view of Berlin by night.

http://www.week-end-berlin.de, Alexanderplatz 5 (Mitte, 14/K3)

e Watergate

The Club is very popular. It is located directly at the river Spree and has a huge glass window
towards the waterfront, giving it a great atmosphere.

http://www.water-gate.de, Falckensteinstr. 49 (Kreuzberg/Friedrichshain)

Biergdrten

What is a trip to Germany without visiting a traditional German Biergarten ('beer garden’), and
having a beer and traditional German/Austrian food under the shade of chestnut trees? You have
two possibilities to share this experience: (1) Ask a local for directions to go to 'Bayern’ (not
recommended to mention this word in the captial of ancient Prussia), or (2) Go to one of the most
beautiful Biergarten in Berlin, as e.g.

e PraterGarten

Since 1837 you can sit down and relax in the oldest Biergarten of Berlin which has a quite
eventful past.

http://www.pratergarten.de, Kastanienallee 7-9 (Prenzlauer Berg)

e Schleusenkrug

Located at an old watergate at the 'Landwehrkanal’ (a channel) next to the Zoo and the big
central Park Tiergarten, this Biergarten does not let you notice that you are in a big city.

http://www.schleusenkrug.de, Miiller-Breslau-Strale (Tiergarten, E4/Eb)

e Schonbrunn

This Biergarten is located in the beautiful park 'Friedrichshain’. It also has a restaurant which
is renowned for its delicious Austrian food

http://www.schoenbrunn.net, Am Friedrichshain 8 (Prenzlauer Berg)

By the way, the local beer delicacy is the 'Berliner WeiRe mit SchuR’ (to be ordered in green — with
Waldmeister — or in red — with Himbeere ). Try it, if you dare...

174



Other Places of Touristic Interest in And Around Berlin...

Swimming and Fishing

e Badeschiff/Arena

The 'Badeschiff’ (swimming boat or boat for swimming,
both are correct) allows you to swim in the river Spree
without actually touching the water flowing through Ger-
man’s capital: It is an old transport boat, located on the
Spree river, which is filled with crystal-clear water, making
it to a funny outdoors pool for a relaxed summer evening.
Moreover, it is near the area termed the 'Arena’, which
hosts big concerts and nice bars.
http://www.arena-berlin.de Eichenstralle near Spree river, take metro U1 to station 'Schlesisches Tor’
plus a 10-minute walk. Alternatively, use the S-Bahn lines S8, 585, S9, S42, S41, station 'Treptower
Park’ plus a 5-minute walk.

e Zoo/Aquarium

Near 'Bahnhof Zoo' you will find the zoo which gave this train station its name. Being not
as big as other aquariums in CNS history, the aquarium of the Berlin zoo is remarkable for
its many fine displays, located in a historic building. There’s the possibility to buy tickets for
the zoo or the aquarium only. If you want to co-visit some of the many fine police stations in
Berlin, don't forget to ask one of the guards for fresh sushi!

http://www.aquarium-berlin.de/en.html, http://www.zoo-berlin.de/en.html, Budapester Str. 32 (Char-
lottenburg/Tiergarten, E5)

...and not that obvious sights

e Hohenschonhausen

Since 1994 the site of the former remand prison of the 'Stasi’ (DDR - Ministerium fiir Staatssicher-
heit/ministry for state security of the GDR)- has been a memorial. There are impressive guided
tours by former inmates, though in English only Saturdays.

http://www.stiftung-hsh.de, Genslerstralle 66 (Hohenschénhausen)

e Jewish Museum

The exhibition offers a round trip through 2000 years of Jewish history and Jewish-German
history since medieval times. The museum was built by Daniel Libeskind and has a unique
unity of architecture and content.

http://www.juedisches-museum-berlin.de, Lindenstr. 9 (Kreuzberg, H5/H6)

e Sony Center at Potsdamer Platz

The building complex houses cinemas, bars, shops, offices and the like. It is a quite impressive
sight especially by night. Then you can enjoy the cyberpunk atmosphere, created by the
illuminated roof in the courtyard.

http://www.sonycenter.de, Potsdamer Strale 4 (Tiergarten, G5)
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KaDeWe

The 'Kaufhaus des Westens' ('department store of the West') is an over a hundred years old
luxury department store, after Harrods the second largest in Europe. Besides lots of small
shops and beautiful architecture it offers a tremendous food department.

http://www.kadewe.de, Tauentzienstr. 21-24 (Charlottenburg, E5)

Berlin Central Station/Ice Cream

If you are flying to Berlin, you do not pass through Berlin Central Station. A pity — the new
central station is either an interesting piece of architecture or a not-really-inspired monumental
brick made of glass and steel (depending on whom you ask). Have a look and decide for
yourself which three superlatives you want to attribute to it!

The gem inside this building is a very good ice cream parlor directly at the southern entrance
on the street level — really delicious!

http://www.hbf-berlin.de/site/berlin _hauptbahnhof/en/start.html (G3)

Tacheles

Being once the massive entrance facade of the Friedrichstadt-Passage built in 1907, the ancient
department store was subject to a slow collapse and breakup after World War Il. Shortly after
the Wall came down, artists repopulated the ruin during the 1990’s, and by now this famous
building hosts a variety of performing and fine arts. In the vicinity, there are many small places
for having dinner and enjoying a relaxed summer evening

http://www.tacheles.de, Oranienburger Str. 54 (Mitte, H3)

Around Berlin (for more info, enter 'Germany’ in Google...)
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Potsdam

Potstam, the capital of the federal state Brandenburg, is the former residence of the Prussian
kings. The kings are gone, but their beautiful palaces and parks remain and they alone would
make Potsdam worth a trip, not even speaking about places like the historic city center or
important museums. You can reach Potsdam with a S-Bahn or a RE ('Regionalbahn’, regional
train), from e.g. Hauptbahnhof in 40 respectively 25 minutes. Note that you will need an
'ABC’ ticket.

Spreewald — One of the most popular holiday destinations in Brandenburg
Mecklenburgische Seenplatte

A mixture of Canadian woods & lakes with sand from the Californian coast, topped with
southern French coniferous forest and interspersed with Rotkappchen-like villages

Wannsee and Pfauninsel — ...where (some) Berliner go during the weekend to relax
Frankfurt/Oder, Slubice

If you are interested in a vist to Poland, the shortest trip you can do is taking a regional train
to Frankfurt (Oder). There you can cross the river 'Oder’ by foot. Frankfurt (Oder) hosts the
Viadrina European University, dedicated to intercultural exchange, especially between Germany
and Poland.

More information on day trips in and around Berlin:

http://www.visitberlin.de/deutsch /sightseeing/d si_umland.php

Tourist infos for Brandenburg, the federal state surrounding Berlin:
http://www.brandenburg-tourism.com
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