7:00pm – 8:00pm

P114: Effect of Diverse Recoding of Granule Cells on Delay Eyeblink Conditioning in A Cerebellar Network
Speakers: Woochang Lim, Sang-Yoon Kim, Woochang Lim

We consider a ring network for the delay eyeblink conditioning, and investigate the effect of diverse firing activities of granule (GR) cells on the eyeblink conditioning under conditioned stimulus (tone) by varying the connection probability \( p_c \) from Golgi to GR cells. For an optimal value of \( p_c \), individual GR cells exhibit diverse spiking patterns which are well- or poor-matched with the unconditioned stimulus (airpuff). Then, these diversely-recoded signals via parallel-fibers (PFs) from GR cells are effectively depressed by the error teaching signals via climbing fibers (CFs) from the inferior olive. Synaptic weights at well-matched PF–Purkinje cell (PC) synapses of active GR cells are strongly depressed via strong long-term depression (LTD), while no LTD occurs at poor-matched PF–PC synapses. This kind of “effective” depression at PF–PC synapses coordinates firings of PCs effectively, which then exert effective inhibitory coordination on cerebellar nucleus (CN) [which evokes conditioned response (CR; eyeblink)]. When the learning trial passes a threshold, CR occurs. In this case, the timing degree \( T_d \) becomes good due to presence of poor-matched spiking group which plays a role of protection barrier for the timing. With further increase in trials, strength of CR \( S_{CR} \) increases due to strong LTD in the well-matched spiking group, while its timing degree decreases. Thus, the overall efficiency degree \( L_e \) (taking into consideration both timing and strength of CR) for the eyeblink increases with trials, and eventually saturates. By changing \( p_c \), we also investigate the delay eyeblink conditioning and find that a plot of \( L_e \) versus \( p_c \) forms a bell-shaped curve with a peak at \( p_c \) (where the diversity degree \( D \) in firing of GR cells is also maximum). The more diverse in spiking patterns of GR cells, the more effective in CR for the eyeblink.

7:00pm – 8:00pm

P115: Approximating Information Filtering of a Two-stage Neural System
Speakers: Gregory Knoll, Žiga Bostner, Benjamin Lindner

Information streams are processed in the brain by populations of neurons tuned to perform specific computations, the results of which are forwarded to subsequent processing stages. Building on theoretical results for the behavior of single neurons and populations, we investigate the extent to which a postsynaptic cell (PSC) can detect the information present in the output stream of a population which has encoded a signal. In this two-stage system, illustrated in Fig. 1A, the population is a simple feedforward network of integrate-and-fire neurons which integrate and relay the signal, reminiscent of auditory or electroreceptor afferents in the sensory periphery. Depending on the application, the information relevant for the PSC may be contained in a specific frequency band of the stimulus, requiring the PSC to properly tune its information encoding to that band (information filtering). In the specific setup studied here, information filtering is associated with detecting synchronous activity. It was found that synchronous activity of a neural population selectively encodes information about high-frequency bands of a broadband stimulus, and it was hypothesized that this information can be read out by coincidence detector cells that are activated only by synchronous input. Firstly, we test this hypothesis and match the key characteristics of information filtering, the spectral coherence function, of the PSC and the stimulus and of the time-dependent synchrony in the population output and the stimulus (Fig. 1B, left); we show that the relations between the synchrony and PSC thresholds and between the synchrony window and PSC time constant are roughly linear (Fig. 1B, right), which implies that the synchronous output of the population can be taken as a proxy for the postsynaptic coincidence detector and, conversely, that the PSC can be made to detect synchrony (or coincidence) by adjusting its time constant and threshold. Secondly, we develop an analytical approximation for the coherence function of the PSC and the stimulus and demonstrate its accuracy by comparison against numerical simulations (Fig. 1C), both in the fluctuation-dominated and mean-driven regimes of the PSC.
Despite the success of cochlear implants (CIs) over more than three decades, wide inter-subject variability in speech perception is reported [1]. The key factors that cause variability between users are unclear. We previously developed an information theoretic modelling framework that enables estimation of the optimal number of electrodes and quantification of electrode discrimination ability [2, 3]. However, the optimal number of electrodes was estimated based only on statistical correlations between channel outputs and inputs, and the model did not quantitatively model psychophysical measurements and study inter-subject variability.

Here, we unified information theoretic and machine learning techniques to investigate the key factors that may limit the performance of CIs. The framework used a neural network classifier to predict which electrode was stimulated for a given simulated activation pattern of the auditory nerve, and mutual information was then estimated between the actual stimulated electrode and the predicted one.

Using the framework, electrode discrimination was quantified with a range of parameter choices, as shown in Fig. 1. The columns from left to right show how the distance between electrodes and auditory nerve fibres, \( r \), the number of surviving fibres, \( N \), the maximum current level (modelled as the percentage of surviving fibres, \( N \), that generate action potentials for a given stimulated electrode), and the attenuation in electrode current, \( A \), affect the model performance, respectively. The parameters were chosen to reflect the key factors that are believed to limit the performance of CIs. The model shows sensitivity to parameter choices, where smaller \( r \), larger \( N \), \( A \) and higher attenuation in current lead to higher mutual information and improved classification.

This approach provides a flexible framework that may be used to investigate the key factors that limit the performance of cochlear implants. We aim to investigate its application to personalised configurations of CIs.
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Event related potentials (ERPs) have grabbed the attention of neuroscientists as significant voltage fluctuations of the brain after a visual, auditory, or sensory stimulation to the nervous system. ERPs and correlation functions between signals at different points are key elements for investigating cognitive features and signal processing of the brain. To predict ERPs and correlation functions corresponding to distinct arousal states, we use a corticothalamic neural field theory which contains physiologically based parameters corresponding to different physical quantities. Within this framework, ERPs and correlation functions depend on transcendental equations which are not analytically tractable. We approximate the temporal transfer function in terms of poles or resonances to derive formulas for the ERP and correlation functions which greatly simplify their analytic forms. The dominant resonances of the system correspond to slow frequency, alpha, and beta frequencies. Our calculations are based on contour integration via the Cauchy-residue theorem that allows us to find explicit expressions for the ERP and correlation functions in terms of real and imaginary parts of the residues and poles. For each arousal state, we isolate the different resonances of the system and find that the wake eyes-closed state is distinguished by a more prominent alpha resonance compared to the eyes open wake state, as expected. We found that 8 poles are sufficient to study the main dynamics of the system in the awake eyes-closed case (with around 3% accuracy at the alpha peak) and 10 poles for the awake eyes-opened case (with around 2% accuracy at the alpha peak). Similarly, we found that 8 poles are sufficient to reproduce ERPs corresponding to REM and S1 sleep stages, whereas only 6 poles are sufficient to study the dynamics of deeper sleep stages (slow wave sleep). This framework provides a physiologically-based tool which predicts ERPs and correlations corresponding to a given transfer function.

This study proposes a compact analytic model that describes the orientation preference (OP) and ocular dominance (OD) maps of the primary visual cortex (V1) in hypercolumns, within which OP and OD are arranged as pinwheels and stripes. This model consists of two parts: (i) an OP operator, which uses a linear combination of weighted partial derivatives to incorporate the small-scale local neuron sensitivity to the preferred orientation of the visual inputs; and (ii) a receptive field (RF) operator, which models the spatial RF structure of V1 simple cell, and it is derived from finding the neural activities at arbitrary location with a directional anisotropic modulation of projections from neighboring neurons at scales of a few tenths of a millimetre. The parameters of the proposed OP-OD map model are tuned to maximize the neural response at the desired OP, by matching the width of OP tuning curves with experimental results. Moreover, we find that the weights of the partial derivatives in OP operator do not significantly affect the OP selectivity of the neuron, whereas the overall envelope of the RF operator does. This agrees with Hubel and Wiesel’s prediction [1], that orientation tuning width of V1 simple cell is related to the elongation of its RF.

The simplified OP-OD map is used to provide inputs to neural field theory (NFT) analysis of the approximate periodic OP-OD structure of V1. This is done by decomposing the OP-OD map representation in Fourier domain to generate a sparse set of Fourier coefficients. In addition, only the least number of coefficients, which are enough to preserves the basic spatial arrangement of OP-OD map, are passed to NFT for investigating OP map related neural activities. The decomposition is also applied on more realistic OP maps generated from published models and its properties are discussed.

Electrophysiological recordings have demonstrated a tight inhibitory control of hilar interneurons over Dentate Gyrus granule cells (DGgc) (Bragin et al. 1995; Pernía-Andrade et al. 2014). This excitation/inhibition balance is crucial for information transmission (Bartos et al., 2001) and likely relies on inhibitory synaptic plasticity (Vogels et al., 2011). Our experiments show that LTP induction in the Perforant Pathway (PP), not only potentiates glutamatergic synapses but unexpectedly decreases feed-forward inhibition in the DG, facilitating activity propagation in the circuit and modifying the long-range connectivity in the brain. To investigate this phenomenon, we propose to study a circuit of populations of point neurons described by the Izhikevich model. The model contains entorhinal cortex (EC) neurons, DGgc, mossy cells, basket cells and hilar interneurons. The proportion of neurons per population and the connectivity of the neural network is based on anatomical published data and is fitted to achieve experimental electrophysiological in vivo recordings (Pernía-Andrade et al. 2014). The study of the effect of LTP in the local circuit of the DG is performed in the model adapting synaptic weights in the EC projections. The results obtained from the model, before and after LTP induction, support the counterintuitive experimental observation of synaptic depression in the feed-forward inhibitory connection induced by LTP. We show that LTP increases the efficiency of the glutamatergic input to recruit the inhibitory network, resulting in a reciprocal cancellation of the basket cell population activity. We validate the result of the model by electrophysiological experiments inducing LTP in the PP of anaesthetized mice *in vivo* and recording excitatory and inhibitory currents in vitro in the same animals. Overall, our findings suggest that LTP of the EC input increases the excitation/inhibition balance, and facilitates activity propagation to the next station in the circuit by recruiting an interneuron-interneuron network that inhibits the tight control of basket cells over DGgc firing.
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Transfer entropy (TE) [1] is a measure of the flow of information between components in a system. It is defined as the mutual information between the past of a source and the present state of a target, conditioned on the past of the target. It has received widespread application in neuroscience [2], both for characterising information flows as well as inferring effective connectivity from data sources such as MEG, EEG, fMRI, calcium imaging and electrode arrays.

Previous applications of TE to spike trains have relied on time discretisation, where the spike train is divided into time bins and the TE is estimated from the numbers of spikes occurring in each bin. There are, however, several disadvantages to estimating TE from time-discretised data [3]. Firstly, as time discretisation is a lossy transformation of the data, any estimator based on time discretisation is not consistent (it will not converge to the true value of the TE in the limit of infinite data). Secondly, whilst the loss of resolution of the discretisation will decrease with decreasing bin size, this requires larger dimensionality of the history embeddings to capture correlations over similar time intervals. This results in an exponential increase in the state space size being sampled and therefore the data requirements.

Recently, a continuous-time framework [3] for transfer entropy was developed. This framework has a distinct advantage in that it demonstrates that, for spike trains, the TE can be calculated solely from contributions occurring at spikes. This presentation reports on a newly developed continuous-time estimator for transfer entropy for spike trains which utilises this framework. Importantly, this new estimator is a consistent estimator of the TE. As it does not require time discretisation, it calculates the TE based on the raw interspike interval timings of the source and target neurons. Similar to the popular KSG estimator [4] for mutual information and TE, it performs estimation using the statistics of K-nearest-neighbour searches in the target and source history spaces. Tests on synthetic datasets of coupled and uncoupled point processes have confirmed that the estimator is consistent and has low bias. Similar tests of the time-discretised estimator have found it to not be consistent and have larger bias. The efficacy of the estimator is further demonstrated on the task of inferring the connectivity of biophysical models of the pyloric network of the crustacean stomatogastric ganglion. Granger causality (which is equivalent to TE under the assumption of Gaussian variables) has been shown to be incapable of inferring this particular network [5], although it was demonstrated that it could be inferred by a generalised linear model.
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The mechanisms underlying circuit dysfunctions in schizophrenia (SCZ) remain poorly understood. Auditory steady-state response (ASSRs), especially in the gamma and beta band, have been suggested as a potential biomarker for SCZ. While the reduction of 40Hz power for 40Hz drive has been well established and replicated in SCZ patients, studies are inconclusive when it comes to an increase in 20Hz power during 40Hz drive [1]. There might be several factors explaining the inconsistencies, including differences in the sensitivity of the recording modality (EEG vs MEG), differences in stimuli (click-trains vs amplitude-modulated tones) and also large differences in the amplitude of the stimuli.

Here, we used a computational model of ASSR deficits in SCZ [2,3,4], in which increased IPSC decay times at GABAergic synapses produce ASSR deficits as seen experimentally. We investigated the effect of input strength on gamma and beta band power during gamma ASSR stimulation. We found that the pronounced increase in beta power during gamma stimulation seen experimentally could only be reproduced in the model for a specific range of input strengths. More specifically, if the input was too weak the network failed to produce a strong oscillatory rhythm. When the input was in the specific range, the rhythmic drive at 40Hz produced a strong 40Hz rhythm in the control network, however, in the ‘SCZ-like’ network, the prolonged inhibition led to a so-called ‘beat-skipping’, where the network would only strongly respond to every other input. This mechanism was responsible for the emergence of the pronounced 20Hz beta peak in the power spectrum. However, if the input exceeded a certain strength value, the 20Hz peak in the power spectrum disappeared again. In this case, prolonged inhibition due to the increased IPSC times was insufficient to suppress the now stronger gamma drive from the input, resulting in an absence of the beat-skipping and single peak at 40Hz in the power spectrum.

Here, we employed an established model of gamma and beta band ASSR deficits in SCZ to explore the dependence of a beta component in response to gamma drive on the strength of the input. Our finding that the beta component only existed for a specific range of input strengths might explain the seemingly inconsistent reporting in experimental studies and suggests that future ASSR studies should explicitly explore different amplitudes of their stimuli.
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The cerebellar cortex is a brain region deeply involved in sensorimotor coordination and adaptation. It receives external inputs via axons called the mossy fibers (MF), delivering diverse information, including sensory- and motor signals, from other brain regions. Then, the output neurons, Purkinje cells (PC), transmit the result of computation by the network. Many studies have elucidated how different stages of computation in this neural circuit represents sensory and motor information. However, circuit-level information processing has not been well-understood.

Here we investigated this question by characterizing how MF firings transform into PC outputs in recording data from those cells (n=110 and 135, respectively) in rhesus monkeys that were performing a sensorimotor task (M. Mulatta; n=2). We trained the animals for a saccadic eye movement task, where they followed a target jumping back and forth between two horizontal target locations. The fast pace and repetitive nature of the task led to a gradual decline in saccade velocities (fatigue).

We found that the firing rates of MFs linearly encoded eye speed and saccade duration, consistent with previous studies (e.g. [1]). Using the linear rate coding property of MFs and also PCs, we constructed the rate coding models of individual cells from the data and formed the virtual populations of those models for each cell type. This method enabled us to analyze eye speed-dependent variability of the population responses beyond the firing rate across trials.

By using the virtual population of MFs and PCs, we found that the activities of MFs and PCs can be both characterized by low dimensional “manifolds” [2] that resemble the limit cycles. Here, the PC manifold is higher-dimensional as compared to that of MFs and has more complex representations of variability in eye movements. Nonetheless, there exists a linear transformation between the two populations [3], which can accurately predict the average and also velocity-dependent variability in the firing rate of individual neurons.

Based on these results, we suggest that the MFs deliver a compressed, low dimensional copy of sensorimotor information from other brain areas, possibly via convergence [3], and the cerebellar cortical circuit decompresses/transforms it to higher dimensional outputs, carrying the reorganized representation of the behavioral variability.
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All vertebrate brains contain a dense matrix of thin axons (fibers) that release serotonin (5-hydroxytryptamine), a neurotransmitter that modulates a wide range of neural, glial, and vascular processes. Altered serotonergic fiber densities have been associated with a number of mental disorders and conditions, such as Autism Spectrum Disorder, Major Depressive Disorder, and exposure to 3,4-methylenedioxyamphetamine (MDMA, “Ecstasy”). Also, serotonergic fibers can regrow in adulthood and therefore can support the functional recovery of the brain after injury. However, the processes that lead to the self-organization and plasticity of this fiber system remain poorly understood.

Our previous research has shown that the trajectories of serotonergic fibers in terminal fields can be modeled as random walks [1, 2]. We now introduce a computational model that is based on Fractional Brownian Motion (FBM), a continuous stochastic process that generalizes normal Brownian Motion and allows correlations between non-overlapping increments. The model capitalizes on the recently discovered properties of the reflected FBM (rFBM) in one-dimensional domains [3, 4].

FBM is parametrized by the Hurst index \(H\) that allows subdiffusion \((H < \frac{1}{2})\) and superdiffusion \((H > \frac{1}{2})\). We show that in the superdiffusive regime rFBM-walks recapitulate some key features of regional serotonergic fiber densities, on the whole-brain scale. Specifically, by using supercomputing simulations of fibers as FBM-paths in two-dimensional brain-like domains, we demonstrate that the resultant steady-state distributions approximate the fiber distributions in mouse brain sections immunostained for the serotonin transporter (a marker for serotonergic fibers in the adult brain). These results do not sensitively depend on the \(H\)-value (for \(H > \frac{1}{2}\)), precise estimates of which are currently difficult to obtain experimentally.

This novel framework can support predictive descriptions and manipulations of the serotonergic matrix and it can be further extended to incorporate the detailed physical properties of the fibers and their environment. We also show that this neuroscience-motivated approach can stimulate theoretical investigations of rFBM in two- and three-dimensional domains, with potential applications in other fields of science.

Acknowledgements This research is funded by the National Science Foundation (grants #1822517 and #1921515 to SJ), the National Institute of Mental Health (grant #MH117488 to SJ), the California NanoSystems Institute (Challenge grants to SJ), the Research Corporation for Science Advancement (a Cottrell SEED Award to TV), and the German Research Foundation (DFG grant #ME 1535/7-1 to RM), and the Foundation of Polish Science (an Alexander von Humboldt Polish Honorary Research Scholarship to RM).

References
Abstract

Personalised medicine requires that treatments adapt not only to the patient, but changing factors within each individual. Although epilepsy is a dynamic disorder characterised by pathological fluctuations in brain state, surprisingly little is known about whether and how seizures vary in the same patient. We quantitatively compared within-patient seizure network evolutions using intracranial electroencephalographic (iEEG) recordings of over 500 seizures from 31 patients with focal epilepsy (mean 16.5 seizures/patient). In all patients, we found variability in seizure paths through the space of possible network dynamics. Seizures with similar pathways tended to occur closer together in time (Fig. 1), and a simple model suggested that seizure pathways change on circadian and/or slower timescales in the majority of patients. These temporal relationships occurred independent of whether the patient underwent antiepileptic medication reduction. Our results suggest that various modulatory processes, operating at different timescales, shape within-patient seizure evolutions, leading to variable seizure pathways that may require tailored treatment approaches.
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P212: Neuron conduction delay plasticity for unsupervised learning

Speakers: Joshua Arnold
Joshua Arnold, Peter Stratton, Janet Wiles

Spiking neurons inherently represent time due to their momentary discrete action potentials; as such, they are well poised to process spatiotemporal data. Despite their temporal nature, most computational learning rules focus on modulating synaptic efficacy (weight), which only indirectly influences a neuron's temporal dynamics. Weight-based rules are well suited to solving synchronous spatial learning tasks, as demonstrated by the surge of interest in rate-coded neurons performing frame-based image classification using backpropagation. For temporal tasks, however, weight-based learning rules often implicitly rely on the temporal dynamics of membrane equations or synaptic transfer functions to discriminate between spatially identical, but temporally distinct, inputs. Allowing spiking neurons to perform some aspect of explicit temporal learning offers significant advantages for learning asynchronous spatiotemporal patterns compared to weight-based rules alone. With improvements in imaging techniques, there is accumulating evidence for action-potential conduction velocity plasticity over long and short timescales [1, 2]. The biological mechanisms implementing Conduction Delay Plasticity (CDP) could include myelination, changes in axon diameter, changes to nodes of Ranvier length, bouton movement, or likely some combination of these mechanisms and others not listed. While the precise nature and interaction of the biological mechanisms underlying CDP remain elusive, computational models provide a framework in which theories can be tested. Several CDP learning rules have been suggested with greatly varying levels of biological fidelity and computational efficiency; in particular, we focus on one rule called Synaptic Delay Variance Learning [3]. Here we demonstrate the ability of a Leaky Integrate and Fire spiking model using only CDP (no weight learning) to learn a repeating spatiotemporal pattern in a continuous time input stream with no training signal; that is, the delays self-organise to represent the temporal structure of the input. A neuron receives 2000 afferents firing with Poisson distributions of 10Hz, while the embedded pattern is presented with a Poisson distribution of 5Hz and consists of 500 afferents firing once within a 50ms period. The input is normalised such that the patterns cause no change in overall activity during presentations and all afferents involved in the pattern are adjusted to maintain a 10Hz firing rate. After 250 seconds of training, the neuron is tested for 50 seconds and successfully responds to 99.7% of pattern presentations with 3.1% false positives, averaged over 100 trials. These results provide a demonstration of CDP as a functional computational learning rule enabling spiking neurons to perform unsupervised learning of spatiotemporal data.


Complex neural network in the brain is remarkably cost-efficient while the basic mechanisms underlying its structure-dynamics economy are not clear. Here we study the intricate interplay between wiring and running cost with modular network topology, self-sustained activity and critical avalanche dynamical mode in biologically plausible excitation-inhibition balanced spatial neuronal network. When rewiring the initially wiring-expensive sparse random network gradually to wiring-economical modular network, its self-sustained dynamics changes from asynchronous spiking to critical avalanches state with strongly reduced firing rate and greatly enhanced response sensitivity to transient stimuli. Thus, the system can counter intuitively achieve much more functional values with much less costs in both wiring and firing. The dynamic mechanism is explained as a proximity to Hopf bifurcation in the macroscopic mean-field in separated modules when increasing the connection density. Our work reveals the generic mechanism underlying the cost-economical structural organization and function-efficient critical dynamics of neural systems, providing insights to brain-inspired efficient computational designs.

This work is supposed to be presented by Changsong Zhou.

Cortical neural circuits display highly irregular spiking in individual neurons but variably sized collective firing, oscillations and critical avalanches at the population level, all of which have functional importance for information processing. Theoretically, the balance of excitation and inhibition inputs is thought to account for spiking irregularity and critical avalanches may originate from an underlying phase transition. However, the theoretical reconciliation of these multilevel dynamic aspects remains an open question. Herein, we show that excitation-inhibition (E-I) balanced network with synaptic kinetics can maintain irregular spiking dynamics with different levels of synchrony and critical avalanches emerge near the synchronous transition point. The mechanism is unveiled by a novel mean-field theory that derives the field equations governing the network macroscopic dynamics. It reveals that the E-I balanced state of the network manifesting irregular individual spiking is characterized by a macroscopic stable state, which can be either a fixed point or a periodic motion and the transition is predicted by a Hopf bifurcation in the macroscopic field. Furthermore, these multiscale variable behaviours can be jointly observed in the spontaneous activities of mouse cortical slice _in vitro_ , indicating universality of the theoretical prediction. Our theory unveils the mechanism that permits complex neural activities in different spatiotemporal scales to coexist and elucidates a possible origin of the criticality of neural systems. It also provides a theoretical framework for analyzing the macroscopic dynamics of E-I balanced networks and its relationship to the microscopic counterparts, which can be useful for large-scale modeling and computation of cortical dynamics.

This work is supposed to be presented by Junhao Liang (Currently PhD student, Postdoc by conference time)
P233: Priors based on abstract rules modulate the encoding of pure tones in the subcortical auditory pathway
 Speakers: Alejandro Tabas
 Alejandro Tabas, Glad Mihai, Stefan Kiebel, Robert Trampel, Katharina von Kriegstein

Sensory pathways efficiently transmit information by adapting the neural responses to the local statistics of the sensory input. The predictive coding framework suggests that sensory neurons constantly match the incoming stimuli against an internal prediction derived from a generative model of the sensory input. Although predictive coding is generally accepted to underlay cortical sensory processing, the role of predictability in subcortical sensory coding is still unclear. Several studies have shown that single neurons and neuronal ensembles of the subcortical sensory pathway nuclei exhibit stimulus specific adaptation (SSA), a phenomenon where neurons adapt to frequently occurring stimuli (standards) yet show restored responses to a stimulus with deviating characteristics from the standard (deviant). Although neurons showing SSA are often interpreted as encoding prediction error, computational models to date have successfully explained SSA in terms of local network effects based on synaptic fatigue. Here, we first introduce a novel experimental paradigm where abstract rules are used to manipulate predictability. 19 human participants listened to sequences of pure tones consisting on seven standards and one deviant while we recorded mesoscopic responses in auditory thalamus and auditory midbrain using 7-Tesla functional MRI. In each sequence, the deviant was constrained to occur once and only once, and always in locations 4, 5 or 6. Although the three locations were equiprobable at the beginning of the trial, the conditional probability of hearing a deviant in location n after hearing n-1 standards is 1/3, 1/2, and 1, for deviant locations 4, 5, and 6, respectively. This paradigm yields different outcomes for habituation and predictive coding: if adaptation is driven by local habituation only, the three deviants should elicit similar neuronal responses; however, if it is predictive coding that entails adaptation, the neuronal responses to each deviant should depend on their abstract predictability. Our data showed that the responses to the deviants were strongly driven by abstract expectations, indicating that predictive coding is the main mechanism underlying mesoscopic SSA in the subcortical pathway. These results are robust even at the single-subject level. Next, we developed a new model of pitch encoding for pure tones following the main directives of predictive coding. The model comprises two layers whose dynamics reflect two different levels of abstraction. The lower layer receives its inputs from the auditory nerve and makes use of the finite bandwidth of the peripheral filters to decode pitch fast and robustly. The second layer holds a sparse representation that integrates the activity in the first layer only once the pitch decision has been made. Top-down afferents from the upper layer reinforce the pitch decision and accept the inclusion of priors that facilitate the decoding of predictable tones. Without the inclusion of priors, the model explains the key elements of SSA in animal recordings at the single-neuron level, as well as the main phenomenology of its mesoscopic representation. The inclusion of priors reflecting the abstract rules described in our paradigm facilitates the decoding of tones according to their predictability, effectively modulating the responses at the mesoscopic level. This modulation affects the mesoscopic fields generated during pitch encoding, fully explaining our experimental data.

P32: Contribution of the Na/K pump to rhythmic bursting.
 Speakers: Ronald Calabrese
 Ronald Calabrese, Ricardo Javier Erazo Toscano, Parker J. Ellingson, Gennady Cymbalyuk

The Na/K pump, often thought of as a background function in neuronal activity, contributes an outward current (IPump) that responds to the internal concentration of Na+ ([Na+]i). In bursting neurons, such as those found in central pattern generators (CPGs) that produce rhythmic movements, one can expect the [Na+]i and thus IPump to vary throughout the burst cycle [1,2,3]. This variation with electrical activity and the independence from membrane potential endow IPump with dynamical properties not available in channel-based currents (e.g. voltage- or transmitter-gated, or leak channels). Moreover, in many neurons the pump's activity is modulated by a variety of modulators further expanding the potential role of IPump in rhythmic bursting activity [4]. Using a combination of experiment, modeling, and hybrid systems analyses, we have sought to determine how IPump and its modulation influence rhythmic activity in a CPG.
P35: Through synapses to spatial memory maps: a topological model

Speakers: Yuri Dabaghian
Yuri Dabaghian

Learning and memory are fundamentally collective phenomena, brought into existence by highly organized spiking activity of large ensembles of cells. Yet, linking the characteristics of the individual neurons and synapses to the properties of large-scale cognitive representations remains a challenge: we lack conceptual approaches for connecting the neuronal inputs and outputs to the integrated results at the ensemble level. For example, numerous experiments point out that weakening of the synapses correlates with weakening of memory and learning abilities—but how exactly does it happen? If, e.g., the synaptic strengths decrease on average by 5%, then will the time required to learn a particular navigation task increase by 1%, by 5% or by 50%? How would the changes in learning capacity depend on the original cognitive state? Can an increase in learning time, caused by a synaptic depletion, be compensated by increasing the population of active neurons or by elevating their spiking rates? Answering these questions requires a theoretical framework that connects the individual cell outputs and the large-scale cognitive phenomena that emerge at the ensemble level.

We propose a modeling approach that allows bridging the “semantic gap” between electrophysiological parameters of neuronal activity and the characteristics of spatial learning, using techniques from algebraic topology. Specifically, we study influence of synaptic transmission probability and the effects of synaptic plasticity on the hippocampal network’s ability to produce a topological cognitive map of the ambient space. We simulate deterioration of spatial learning capacity as a function of synaptic depletion in the hippocampal network to get a better insight into the spatial learning deficits (as observed, e.g., in Alzheimer’s disease) and understanding why development of these deficits may correlate with changes in the number of spiking neurons and/or of their firing rates, variations in the “brain wave” frequency spectra, etc. The results shed light on the principles of spatial learning in plastic networks and may help our understanding of neurodegenerative conditions.

P36: Robust spatial memories encoded by transient neuronal networks

Speakers: Yuri Dabaghian
Yuri Dabaghian

The principal cells in mammalian hippocampus encode an internalized representation of the environment—the hippocampal cognitive map, that underlies spatial memory and spatial awareness. However, the synaptic architecture of the hippocampal network is dynamic: it contains a transient population of “cell assemblies”—functional units of the hippocampal computations—that emerge among the groups of coactive neurons and may disband due to reduction or cessation of spiking activity, then reappear, then disband again, etc. Electrophysiological studies in rats and mice suggest that the characteristic lifetimes of typical hippocampal cell assemblies range between minutes to tens of milliseconds. In contrast, cognitive representations sustained by the hippocampal network can last in rodents for months, which raises a principal question: how can a stable large-scale representation of space emerge from a rapidly rewiring neuronal stratum? We propose a computational approach to answering this question based on Algebraic Topology techniques and ideas. By simulating the place cell spiking activity during the rat’s exploratory movements through different environments and testing the stability of the resulting large-scale neuronal maps, we find that the networks with “flickering” architectures can reliably capture the topology of the ambient spaces. Moreover, the model suggests that the information is processed at three principal timescales, which roughly correspond to the short term, intermediate term and the long-term memories. The rapid rewiring of the local network connections occurs at the fastest timescale. The timescale at which the large-scale structures defining the shape of the cognitive map may fluctuate is by about an order of magnitude slower than the timescale of the information processing at the synaptic level. Lastly, an emerging stable topological base provides lasting, qualitative information about the environment, which remains robust despite the ongoing transience of the local connections.
The release of neurotransmitters from synaptic vesicles is the fundamental mechanism of information transmission between neurons in the brain. The entire synaptic vesicle cycle involves a highly complex interplay of proteins that direct vesicle docking at the active zone, the detection of intracellular calcium levels, fusion with the presynaptic membrane, and the subsequent retrieval of the vesicle protein material for recycling[1]. Despite its central importance in many aspects of neuronal function, and even though computational models of subcellular neuronal processes are becoming increasingly important in neuroscience research, realistic models of the synaptic vesicular cycle are almost non-existent. This is largely because the modeling tools for detailed spatial modeling of vesicles are not available.

Extending the STEPS simulator[2], we have pioneered spherical ‘vesicle’ objects that occupy a unique excluded volume and sweep a path through the tetrahedral mesh as they diffuse through the cytosol. Our vesicles incorporate endo- and exocytosis, fusion with and budding from intracellular membranes, neurotransmitter packing, as well as interactions between vesicular proteins and cytosolic and plasma membrane proteins. This allows us to model all key aspects of the synaptic vesicle cycle, including docking, priming, calcium detection and vesicle fusion, as well as dynamin-mediated vesicle retrieval and recycling.

Using quantitative measurements of protein copy numbers[3], membrane and cytosolic diffusion rates, protein-protein interactions, and an EM-derived spatial model of a hippocampal pyramidal neuron, we used this technology to construct the complete synaptic vesicle cycle at the Schaffer Collateral–CA1 synapse at an unprecedented level of spatially-realistic and biochemical detail (Fig. 1). We envisage that this new modeling technology will open up pioneering research into all aspects of neural function in which synaptic transmission plays a role.


The regulation of AMPA-type glutamate receptors (AMPARs) in the postsynaptic membrane is central to maintaining synaptic activity of neurons and sustaining long-term storage of memories. In recent years, a growing number of experimental and modeling studies have provided insights into the lateral diffusion of single-particles of AMPARs along membrane surfaces. Importantly, these studies have been essential steps towards gaining a more comprehensive understanding of the molecular mechanisms that allow for the fine-tuned modulation of synaptic receptors in the postsynaptic domain. For instance, studies report the detection of confined diffusion of AMPARs in postsynaptic neurons and suggest that such behavior may be indicative of molecular interactions occurring within the synapse that govern the movement of receptors with the surrounding membrane. However, owing to experimental bias in diffusion measurements that are often measured in two-dimensions [1] and limitations in modeling strategies it remains unclear whether anomalous diffusion of AMPARs is attributed to the membrane topology of dendritic spines or to additional kinetic mechanisms such as scaffold-binding interactions.

In the current study, we aim to unravel the factors that contribute to the confined diffusion of AMPARs in the postsynaptic site to clarify whether anomalous diffusion is induced primarily by topological effects of dendritic spines and/or by molecular interactions that are known to occur on the membrane surface. In this work, we use STEPS, a reaction-diffusion simulator that integrates stochasticity and spatial effects of molecular interactions within a neuronal mesh structure [2]. Using this approach, we simulate the lateral diffusion of AMPARs along a three-dimensional membrane surface of dendritic spines and identify the important factors that contribute to the anomalous diffusive behavior of AMPARs in synaptic regions.
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The cerebellum is involved in both motor and non-motor functions in the brain. Any deficit during its development has been suggested to trigger ataxia as well as various psychiatric disorders.

During the development of both human and mouse cerebella, precursors of one of the main excitatory neurons, granule cells, first accumulate in the external granule layer on the surface and subsequently migrate down to the bottom of cerebellar cortex. In addition to the massive soma migration, these granule cell precursors also descend their axons through the migratory paths which further branch into parallel fibers, making the environment even more crowded. Although palisade-like Bergmann glia physically guide granule cells during the migration, mechanisms about how these two cell types interact to manage the migration through such a shambolic environment are still unclear.

Rodent cerebella have been widely used as subjects in experimental studies, and have provided great pictures of granule cells and Bergmann glia. However, technical limitations still hinder the observation of cerebellar development both as populations and in a continuous manner. Building a computational model by a reverse-engineering process which integrates available biological observations will be essential to point out differences in the developmental dynamics between normal and abnormal cerebellum.

Most computational models for simulating neuronal development have focused on intracellular factors of single cell types. Although models simulating limited environmental factors exist, models for cell-cell interactions during neuronal development are rare. Alternatively, we used new computational framework, NeuroDevSim, to simulate populations of granule cells and Bergmann glia during cerebellar development.

NeuroDevSim evolved from NeuroMaC [1] and so far is the only active software that can simultaneously simulate developmental dynamics of different types of neurons at population-scale.

The goal structure of simulation with NeuroDevSim comprises 3,000 granule cells and 200 Bergmann glia in a 1x106 μm3 regular cube, calculated by assuming a cube of mice cerebellar cortex. 26 Purkinje cell somas are also introduced as interfering spherical objects. Their dendritic development will be included in the future. At current stage of the simulation, reduced systems are used, aiming to direct the traffic of granule cell somas and to navigate their axonal growth.

The resulted model will enable visualization of massive migration dynamics of cerebellar granule cells with growing parallel fibers and of their phenomenological interactions with Bergmann glia. This model will provide new insight to understand developmental dynamics of cerebellar cortex.

Reference

Molecules involved in biological signaling pathways can, in some cases, exist in a very high number of different functional states. Well-studied examples include the Ca2+/calmodulin dependent protein kinase II (CaMKII), or receptors from the ErbB family. Through a combination of binding sites, phosphorylation sites, and polymerization, these molecules can form complexes that reach exponentially increasing numbers of distinct states. This phenomenon of combinatorial explosion is a common obstacle when trying to establish detailed models of signaling pathways.

Classical approaches to the stochastic simulation of chemical reactions require the explicit characterization of all reacting species and all associated reactions. This approach is well suited to population based methods in which there are a relatively low number of different molecules that can be present at relatively high concentrations. Since each state of multi-state complexes would however have to be modeled as a distinct specie, the combinatorial explosion that we mentioned earlier makes these approaches inapplicable.

Two separate problems need to be tackled: the "specification problem" which requires a higher level of abstraction in the definition of complexes and reactions ; and the "computation problem" that requires efficient methods to simulate the time evolution of reactions involving multi-state complexes. Rule based modeling (RBM) [2] tackles the former problem by allowing modelers to write "template" reactions that only contain the parts of the complexes actually involved in the reaction. Network-free methods together with particle-based methods [4] usually tackle the latter problem by only considering the states and reactions that are accessible from the current complex states and thus avoiding the computation of the full reaction network.

STEPS is a spatial stochastic reaction-diffusion simulation software that implements population based methods to simulate reaction-diffusion processes on realistic tetrahedral meshes [3]. In an effort to tackle the "specification problem" in STEPS, we present in this poster a novel, more pythonic, interface to STEPS that allows intuitive declaration of both classical and multi-state complexes reactions. Significant emphasis was put on simplifying model declaration, data access, and data saving during simulations.

To specifically tackle the "computation problem" in STEPS, we present a hybrid population/particle based method to simulate reactions involving multi-state complexes. By preventing the formation of arbitrarily structured macromolecules, we lower the computational cost of the pattern matching step necessary to identify potential reactants [1]. This diminished computational cost allows us to simulate larger spatial systems. We discuss these performance improvements and present examples of stochastic spatial simulations involving 12 subunits CamKII complexes which would have previously been intractable in STEPS.
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Astrocytes, glial cells of the central nervous system, display a striking diversity of Ca2+ signals in response to neuronal activity. 80% of those signals take place in cellular ramifications that are too fine to be resolved by conventional light microscopy [1], often in apposition to synapses (perisynaptic astrocytic processes, PAPs). Understanding Ca2+ signaling in PAPs, where astrocytes potentially regulate neuronal information processing [2], is crucial. At this spatial scale, Ca2+ signals are not distributed uniformly, being preferentially located in so-called Ca2+ hotspots [3], suggesting the existence of subcellular spatial domains. However, because of the spatial scale at stake, little is currently known about the mechanisms that regulate Ca2+ signaling in fine processes. Here, we investigate the geometry of the endoplasmic reticulum (ER), the predominant astrocytic Ca2+ store, using electron microscopy. Contrary to previous reports [4], we detect ER in PAPs, which can be as close as ~60nm to the closest postsynaptic density. We use computational modeling to investigate the impact of the observed cellular and ER geometries on Ca2+ signaling. Simulations using the stochastic voxel-based model from Denizot et al [5], both in simplified and in realistic 3D geometries, reproduce spontaneous astrocytic microdomain Ca2+ transients measured experimentally. In our simulations, the effect of the clustering of IP3R channels observed in 2 spatial dimensions [5] is still valid in a simple cylinder geometry but no longer holds in complex realistic geometries. We propose that those discrepancies might result from the geometry of the ER and that, in 3 spatial dimensions, the effects of molecular distributions (such as e.g IP3R clustering) are particularly enhanced at ER-plasma membrane contact sites. Our results suggest that the predictions from simulations in 1D, 2D or simplified 3D geometries should be cautiously interpreted. Overall, this work provides a better understanding of IP3R-dependent Ca2+ signals in fine astrocytic processes and more generally in subcellular compartments, a prerequisite for understanding the dynamics of Ca2+ hotspots, which are deemed essential for local intercellular communication. References [1] Bindocci, E., Savtchouk, I., Liaudet, N., et al. “Three-dimensional Ca2+ imaging advances understanding of astrocyte biology,” Science, May 2017, vol. 356, no. 6339, p. eaai8185. [2] Savtchouk, I., Volterra, A. “Gliotransmission: Beyond Black-and-White,” J. Neurosci., Jan. 2018, vol. 38, no. 1, pp. 14–25. [3] Thillaiappan, N. B., Chavda, A., Tovey, S., et al. “Ca2+ signals initiate at immobile IP3 receptors adjacent to ER-plasma membrane junctions,” Nat. Commun., Dec. 2017 , vol. 8. [4] Patrushev, I., Gavrilov, N., Turlapov, V., et al. “Subcellular location of astrocytic calcium stores favors extrasynaptic neuron-astrocyte communication,” Cell Calcium, Nov. 2013, vol. 54, no. 5, pp. 343–349. [5] Denizot, A., Arizono, M., Nägerl, U. V., et al. “Simulation of calcium signaling in fine astrocytic processes: Effect of spatial properties on spontaneous activity,” PLOS Comput. Biol., Aug. 2019, vol. 15, no. 8, p. e1006795.
P42: A nanometer range reconstruction of the Purkinje cell dendritic tree for computational models

Speakers: Mykola Medvidov
Mykola Medvidov, Weiliang Chen, Christin Puthur, Erik De Schutter

Purkinje neurons are used extensively in computational neuroscience [1]. However, despite extended knowledge about Purkinje cell morphology and ultrastructure, the complete dendritic tree of Purkinje cell as well as the complete dendritic tree of other types of neurons was never reconstructed at nanometer range resolution due to the cells size and complexity. At the same time, the use of real Purkinje cell dendritic tree morphology may be very important for computational models. Considering the development of new instruments and imaging techniques that nowadays allow reconstruction of large volumes of the neuronal tissue the main goal of our project is to reconstruct a dendritic tree of a Purkinje cell with all its dendritic spines and synapses.

Serial Block Face Microscope (SBF) is widely used to examine large volume of neuronal tissue with nanometer range resolution [2]. To obtain volume data perfused mouse brains were processed for SBF imaging using OTO staining techniques and the best quality cerebellum slice was imaged on FEI Teneo VS Electron Microscope with pixel resolution 8x8x60 nm. An imaged volume of approximately 2.2 Terapixel was processed and aligned with Image J and Adobe Photoshop. To reconstruct the Purkinje cell dendritic tree the imaged volume was first analyzed to locate the most appropriate full cell inside the imaged volume. Second, the volume containing the cell was segmented with Ilastik [https://www.ilastik.org](https://www.ilastik.org/) and Tensor Flow deep learning network https://github.com/tensorflow. The super-pixels were fused with custom made software to generate a dendritic tree represented by 3d voxels. Next, a 3d surface mesh was generated based on 3d voxels array using the marching cubes algorithm [https://github.com/ilastik/marching_cubes](https://github.com/ilastik/marching_cubes) and the resulting mesh was processed with MeshLab to generate a final surface mesh. Finally, a tetrahedral volume mesh was generated with the TetWild software [https://github.com/Yixin-Hu/TetWild](https://github.com/Yixin-Hu/TetWild). The resulting tetrahedral mesh of Purkinje cell full dendritic tree including cell body and initial axonal segment will be used to run large scale stochastic models using the parallel STochastic Engine for Pathway Simulation [3] (STEPS) [http://steps.sourceforge.net](http://steps.sourceforge.net).
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The relationships between brain activity and structure are of central importance to understanding how the brain carries out its functions and to interrelating and predicting different kinds of experimental measurements. The aim of this work is to describe the transfer function and its relationships to many existing forms of brain analysis. Then, to describe methods for obtaining the transfer function, with emphasis on spectral factorization using the Wilson algorithm [1,2] applied to correlations of time series measurements. The transfer function of a system contains complete information about its linear properties, responses, and dynamics. This includes relationships to impulse responses, spectra, and correlations. In the case of brain dynamics, it has been shown that the transfer function is closely related to brain connectivity, including time delays, and we note that linear coupling is widely used to model the spatial interactions of locally nonlinear dynamics. It is shown how the brain's linear transfer function provides a means of systematically analyzing brain connectivity and dynamics, providing a robust way of inferring connectivity, and activity measures such as spectra, evoked responses, coherence and causality, all of which are widely used in brain monitoring. Additionally, the eigenfunctions of the transfer function are natural modes of the system dynamics and thus underlie spatial patterns of excitation in the cortex. Thus, the transfer function is a suitable object for describing and analyzing the structure-function relationship in brains. The Wilson spectral factorization algorithm is outlined and used to efficiently obtain linear transfer functions from experimental two-point correlation functions. Criteria for time series measurements are described for the algorithm to accurately reconstruct the transfer function, including comparing the algorithm's theoretical computational complexity with empirical runtimes for systems of similar size to current experiments. The algorithm is applied to a series of examples of increasing complexity and similarity to real brain structure in order to test and verify that it is free of numerical errors and instabilities (and modifying the method where required to ensure this). The results of applying the algorithm to a 1D test case with asymmetry and time delays is shown in (Fig. 1). The method is tested on increasingly realistic structures using neural field theory, introducing time delays, asymmetry, dimensionality, and complex network connectivity to verify the algorithm's suitability for use on experimental data. Acknowledgements This work was supported by the Australian Research Council under Center of Excellence grant CE140100007 and Laureate Fellowship grant FL140100025. References 1. Dhamala M, Rangarajan G, and Ding M: Estimating Granger causality from Fourier and wavelet transforms of time series data. Phys. Rev. Lett. 2008, 100:018701. 2. Wilson, GT: The Factorization of Matrical Spectral Densities. SIAM J. Appl. Math. 1972, 23: 420
Despite the wide variety of available models of the cerebral cortex, a unified understanding of cortical structure, dynamics, and function at different scales is still missing. Key to progress in this endeavor will be to bring together the different accounts into unified models. We aim to provide a stepping stone in this direction by developing large-scale spiking neuronal network models of primate cortex that reproduce a combination of microscopic and macroscopic findings on cortical structure and dynamics. A first model describes resting-state activity in all vision-related areas in one hemisphere of macaque cortex [1, 2], representing each of the 32 areas with a 1 mm² microcircuit [3] with the full density of neurons and synapses. Comprising about 4 million leaky integrate-and-fire neurons and 24 billion synapses, it is simulated on the Jülich supercomputers. The model has recently been ported to NEST 3, greatly reducing the construction time. The inter-area connectivity is based on axonal tracing [4] and predictive connectomics [5]. Findings reproduced include the spectrum and rate distribution of V1 spiking activity [6], feedback propagation of activity across the visual hierarchy [7], and a pattern of functional connectivity between areas as measured with fMRI [8]. The model is available open-source on and uses the tool Snakemake [9] for formalizing the workflow from the experimental data to simulation, analysis, and visualization. It serves as a platform for further developments, including an extension with motor areas [10] for studying visuo-motor interactions, incorporating function using a learning-to-learn framework [11], and creating an analogous model of human cortex [12]. It is our hope that this work will contribute to an increasingly unified understanding of cortical structure, dynamics, and function.
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The circadian clock in organisms produces oscillations in neural and physiological functions with an intrinsic period on the order of the 24-hour circadian day. The circadian clock, controlled by the suprachiasmatic nucleus (SCN) in the brain, is entrained by light-dark cycles, so that organisms synchronize these essential oscillations with external conditions. The clock has been studied extensively in flies and yeast, among other species, with intrinsic periods ranging from 22-26 hours [1], and a fairly limited range of entrainment to external light-dark cycles. Interestingly, our previous work has shown that spiders have a significantly wider range of intrinsic periods, from 19-30 hours, and an ability to entrain to a much wider range of applied external light-dark cycles. To identify a potential mechanism for the unusual circadian clock in spiders, we have developed a mathematical model for the spider circadian clock which incorporates negative feedback. We have used the model to investigate two possible mechanisms for the wide range of entrainment in spiders. First, light could be a ‘strong stimulus’ which acts powerfully on a circadian clock of typical strength. Second, the circadian clock in spiders could be ‘weak’, i.e., not as robust to perturbations, relative to that of other species. To distinguish between these two mechanisms, a bifurcation analysis of the model has been performed, as shown in the figure (Fig 1). Our model makes several testable predictions. In the ‘strong stimulus’ scenario, we predict a faster onset of locomotor activity for spiders with shorter intrinsic circadian periods with a change in the applied light cycle, and a slower onset of locomotor activity for spiders with longer intrinsic periods. In addition, the ‘strong stimulus’ scenario could often lead to a lack of locomotor activity in constant light. In contrast, the ‘weak clock’ scenario predicts a strong dependence of entrainment on the light intensity, and that, once achieved, entrainment would lead to an increase in the amplitude of model oscillations. The balance of our computational modeling and experimental results currently favors the weak clock scenario.


Gamma oscillations (30-80 Hz) occur in transient bursts with varying frequencies and durations. These non-stationary gamma bursts have been widely observed in many brain areas but have rarely been quantitatively characterized, and the mechanisms that produce them are not understood. In this study we investigate the spatiotemporal properties of gamma bursts through combined empirical and modeling investigation. Our array recordings of local field potentials in visual cortical area MT of the marmoset monkey reveal that gamma bursts form localized patterns with complex propagation dynamics. We also show that the propagations of these patterns are characterized by anomalous dynamics that are fundamentally different from regular or Brownian motions conventionally assumed. We show that all aspects of these anomalous dynamics can be quantitatively captured by a spatially extended, biophysically realistic circuit model. Circuit dissection of the model shows further that the anomalous dynamics rely on the intrinsic metastability near the critical transition between different circuit states (i.e, between synchronous and the regular propagating wave states). Our results thus reveal novel spatiotemporal organization properties of gamma bursts, and explain them in terms of underlying circuit mechanisms, providing new computational functions for gamma oscillations.
Selective attention can sift out particular objects or features from the plethora of stimuli. Such preferential processing of attention is often compared to a spotlight pausing to illuminate relevant targets in visual fields in a stimulus-driven way (bottom-up attention) and/or task-driven way (top-down attention). Recent studies have revealed that bottom-up distributed attention involving multiple objects is not a sustained spotlight, but samples the visual environment in a fundamentally dynamical manner with theta-rhythmic cycles, with each sampling cycle being implemented through gamma oscillations. However, the fundamental questions regarding the dynamical nature and the circuit mechanism underlying such dynamical attentional sampling remain largely unknown. To address these questions, in this study we investigate a biophysically plausible cortical circuit model of spiking neurons and find that in the working regime of the model (i.e. the regime near the critical transition between the asynchronous and propagating wave states), the localized activity pattern emerging from the circuit exhibits rich spatiotemporal dynamics. We elucidate that the dynamical shifting process of the activity pattern provides a mechanistic account of key neurophysiological and behavioral findings on attention, including theta oscillations, theta-gamma phase-amplitude coupling, and vigorous-faint spiking fluctuations. Furthermore, by using the saliency maps of natural stimuli, we demonstrate that the nonequilibrium activity pattern dynamics can better explain the psychophysical findings regarding attention maps and attention sampling paths than the conventional models, providing a profound computational advantage for efficiently sampling external environments. Our work thus establishes a novel circuit mechanism by which non-equilibrium, fluctuating pattern dynamics near the critical transition of circuit states can be exploited for implementing efficient attentional sampling.

---

There is a growing wealth of neuroimaging data that reveals structured spatiotemporal brain dynamics such as those observed in statistically-defined IMRI resting state networks and EEG microstates. Large-scale oscillations, including standing, traveling, and rotating waves, have been linked to cognition [1], facilitating local dynamics [2], deep sleep [3], resting state functional connectivity [4], and sleep-dependent memory consolidation [5]. However, in the absence of a physiologically-based understanding of the origins of these waves and patterns, these suggestions are difficult to place on a firm footing and analysis is limited to phenomenological approaches. In a corticothalamic neural field theory, where we treat the brain as a physical system subject to physical laws, natural modes of cortical oscillation (eigenmodes) emerge as the fundamental building blocks of activity patterns.

Approximating the transfer function of cortical activity using well-established approximation techniques allows us to calculate the frequency ranges at which eigenmodes oscillate, which are largely dominated by low-frequency, alpha, and beta resonances. A pair of eigenmodes oscillating at similar frequencies results in beating, which naturally gives rise to a rich repertoire of wave dynamics, including standing, traveling and rotating waves, on the cortical surface which can be analyzed and predicted based on physical principles. Finally, we highlight the visual resemblance between commonly-observed EEG microstates and bihemispheric eigenmodes. This work motivates the analysis of large-scale brain activity patterns in terms of physiologically-based eigenmodes and illustrates that the collective dynamics associated with the lowest-order modes give rise to a multitude of wave phenomena that have been observed for decades.

**P76: Inferring a simple mechanism for alpha-blocking by fitting a neural population model to EEG spectra**

*Speakers: Agus Hartoyo, Peter Cadusch, David Liley, Damien Hicks*

Alpha blocking, a phenomenon where the alpha rhythm is reduced by attention to a visual, auditory, tactile or cognitive stimulus, is one of the most prominent features of human electroencephalography (EEG) signals. Here we identify a simple physiological mechanism by which opening of the eyes causes attenuation of the alpha rhythm. We fit a neural population model to EEG spectra from 82 subjects, each showing different degrees of alpha blocking upon opening of their eyes. Although it is notoriously difficult to estimate parameters from fitting such models, we show that, by regularizing the differences in parameter estimates between eyes-closed and eyes-open states, we can reduce the uncertainties in these differences without significantly compromising fit quality. From this emerges a parsimonious explanation for the spectral changes between states: Just a single parameter, pei, corresponding to the strength of a tonic, excitatory input to the inhibitory population, is sufficient to explain the reduction in alpha rhythm upon opening of the eyes. When comparing parameter estimates across different subjects we find that the inferred differential change in pei for each subject increases monotonically with the degree of alpha blocking observed. In contrast, other parameters show weak or negligible differential changes that do not scale with the degree of alpha attenuation in each subject. Thus most of the variation in alpha blocking across subjects can be attributed to the strength of a tonic afferent signal to the inhibitory cortical population.

**P79: Frequency-dependent synaptic gain in a computational model of mouse thoracic sympathetic postganglionic neurons**

*Speakers: Astrid Prinz, Michael McKinnon, Kun Tian, Shawn Hochman*

Postganglionic neurons in the thoracic sympathetic chain represent the final common output of the sympathetic nervous system. These neurons receive synaptic inputs exclusively from preganglionic neurons located in the spinal cord. Synaptic inputs come in two varieties: primary inputs, which are invariably suprathreshold, and secondary inputs, which exhibit a range of typically subthreshold amplitudes. Postganglionic neurons typically receive a single primary input and a variable number of secondary inputs in what has been described as an “n+1” connectivity pattern. Secondary inputs have often been viewed as inconsequential to cell recruitment due to the short duration of measured synaptic inputs and the relatively low tonic firing rate of preganglionic neurons *in vivo*. However, recent whole-cell patch clamp recordings reveal that thoracic postganglionic neurons have a greater capacity for synaptic integration than previous microelectrode recordings would suggest. This supports a greater role for secondary synapses in cell recruitment.

We previously created a conductance-based computational model of mouse thoracic postganglionic neurons. In the present study, we have expanded the single-cell model into a network model with synaptic inputs based on whole-cell recordings. We systematically varied the average firing rate of a network of stochastically firing preganglionic neurons and measured the resultant firing rate in simulated postganglionic neurons. Synaptic gain was defined as the ratio of postganglionic to preganglionic firing rate.

We found that for a network configuration that mimics the typical arrangement in mouse, low presynaptic firing rates (
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The promotion and establishment of Open Neuroscience[9] is heavily dependent on the availability of Free/Open Source Software (FOSS) tools that support the modern scientific process. While more and more tools are now being developed using FOSS driven methods to ensure free (as in freedom, and thus also free of cost) access to all, the complexity of these domain specific tools tends to hamper their uptake by the target audience—scientists hailing from multiple, sometimes non-computing, disciplines. The NeuroFedora initiative aims to shrink the chasm between the development of neuroscience tools and their usage[10].

Using the resources of the FOSS Fedora community[4] to implement current best practices in software development, NeuroFedora volunteers identify, package, test, document, and disseminate neuroscience software for easy usage on the general purpose Fedora Linux Operating System (OS). The result is the reduction of the installation/deployment process for this software to a simple two step process: install any flavour of the Fedora OS; install the required tools using the in-built package manager.

To make common computational neuroscience tools even more accessible, NeuroFedora now provides an OS image that is ready to download and use. In addition to a plethora of computational neuroscience software—NEST[1], Brian[6], NEURON[2], GENESIS[3], Moose[5], NeuroD[8], and others—the image also includes various utilities that are commonly used along with modelling tools, such as the complete Python science stack. Further, since this image is derived from the popular Fedora Workstation OS, it includes the modern GNOME integrated application suite and retains access to thousands of scientific, development, utility, and other daily use tools from the Fedora repositories.

A complete list of available software can be found at the NeuroFedora documentation at neuro.fedoraproject.org. We invite students, trainees, teachers, researchers, and hobbyists to use Comp-NeuroFedora in their work and provide feedback. As a purely volunteer driven initiative, in the spirit of the Open Science and FOSS, we welcome everyone to participate, engage, learn, and contribute in whatever capacity they wish.
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The middle temporal area (MT) within the extrastriate primate visual cortex contains a high proportion of direction-selective neurons. When the visual system is stimulated with plaid patterns, a range of cell-specific MT responses are observed. MT neurons that are selective to the direction of the pattern motion are called “pattern cells”, while those that respond optimally to the motion of the individual component gratings of the plaid pattern are called “component cells”. The current theory on the generation of pattern selectivity of MT neurons is based on a hierarchical relationship between component and pattern MT neurons, where the responses of pattern MT neurons result from the summation of the responses of component MT neurons [1]. Where the gratings cross in plaids, the crossing junctions of the gratings move in the pattern direction. However, revealing the ends of the moving gratings (terminators) in human perceptual experiments breaks the illusion of the direction of pattern motion: the true directions of motion of the gratings are perceived.

Here, we propose a biologically plausible model of MT neurons that uses as inputs the known properties of three types of cells in the primary visual cortex (V1): complex V1 neurons, end-stopped V1 neurons (which only respond to the end-points of the stimulus), and V1 neurons with suppressive extra-classical receptive fields. The receptive fields of the neurons are modelled as spatiotemporal filters. There are two types of MT neurons: integration MT neurons with facilitatory surrounds and segmentation MT neurons with antagonistic surrounds [2]. A neuron’s pattern or component selectivity is controlled by the relative proportions of the inputs from the three types of V1 neurons. The model provides a simple mechanism by which component and pattern selective cells can be described; the model does not require a hierarchical relationship between component and pattern MT cells.

The results show that the responses of the model MT neurons are highly dependent on two parameters: the excitatory input that the model neurons receive from the complex V1 neurons with extra-classical RFs and the inhibitory effect of the end-stopped neurons. The results also show experimentally observed contrast dependency of the pattern motion preference of MT neurons: the level of the pattern selectivity of MT neurons drops significantly when the contrast of the bars is reduced.

The presented model solves several problems associated with MT motion detection, such as overcoming the aperture problem and extracting the correct motion directions from crossing bars. Apart from the mechanism of the computation of the pattern motion by MT neurons, the model inherently explains several important properties of pattern MT neurons, including their temporal dynamics, the contrast dependency of pattern selectivity, and the spatial and temporal limits of pattern motion detection.


Synaptic transmission is the hallmark behind informative and adaptive cognitive processes. Neurons store and enable retrieval of information by connecting via synapses. They can modulate the signal either to maintain stability or decrease or increase their strength. To improve quantification of synaptic dynamics with focus on computational efficiency and number of parameters, a fast variant of the binomial model is applied to estimate $\theta = \{N, p, q, o, \tau_d, \tau_f, \tau_{des}\}$.

There is up to day no efficient method to simultaneously quantify many synaptic parameters from physiological recordings. Generative models have heavy computational loads as they either depend on the number of release sites $N$, [1], and need to compute multiple iterations. Empirical methods usually require specific conditions, such as changing the release probability $p$ or requiring a regular interspike intervals, which makes them unsuitable for fitting physiological data. We apply this model to spontaneous excitatory postsynaptic potentials (EPPs) patch-clamped at an _in vitro_ mouse neuromuscular junction (NMJ) taken in [2] (Fig. 1A). Results in control are relatively on line with estimations found _in vivo_ [3] (Fig. 1C). Estimated quantal parameters at control are subsequently compared with data undergoing curare poison (Fig. 1B). The addition of curare shows a drop in quantal size $q$ as expected. Other parameters remain stable suggesting no homeostatic compensatory mechanisms in this case. The model is validated on synthetic data and compared with an iterative expectation-maximization technique (see supplementary material). The supremacy of this one-shot method allows to retrieve many parameters without multiple batches. In contrast to [1], its temporal complexity is independent of the number of release sites. This method is adaptable to general synaptic recording, which makes it less constrained. It is also the first phenomenological model that incorporates desensitization $\tau_{des}$. The framework gives insights on synaptic weights and their long-short dynamics. It permits to correlate between subjective and objective variabilities in healthy and pathological cases to molecular functions.
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Some kinds of characteristics of neurons depend on morphology. There are many neuron types in a brain and the functions of each cell type are varied. For example, auditory cells that receive sound stimulus from the external world and pyramidal cells that relate to thinking and memory have different functions. A bushy cell which is one of the sensory neurons of auditory treats tempo of sounds, therefore the immediate responses are required for producing action potential and short time refractory period. On the other hand, pyramidal cells that mainly exist in the hippocampus and amygdala treat memory and emotion, therefore the producing action potential is slower than sensor neurons and the refractory period is longer. Hodgkin and Huxley (H-H) equations can calculate action potentials based on ion channels. H-H does not consider morphology, however, on actual cell membranes, the number of exiting ion channels and locations are based on shapes of neurons. How quick or slow soma can produce action potentials are depend on how narrow and how many ion channels on the producing area. Therefore, we assume that there are strong relationships between cell shapes and characteristics of action potentials. Expanded H-H equations can adapt to the quickness of producing action potential by adding axon hillock parameters.

Connectivity between neurons is also important. Geometry varies according to cell types. Purkinje cells which are one of the inhibitory neurons have complex branches of the dendritic arbor. On the other hand, Pyramidal cells which are one of the excitatory neurons and multipolar types neurons have one axon and many dendrites but the complexity of geometry is simpler than Purkinje cells. These differentials of geometry cause differences in connectivity.

In this paper, we propose a new neuron growth and deal model and simulator considered neuron morphology and connectivity between multi cell types. In our model, a characteristic of a growth cone is applied to neuron growth and treated as a navigation system, an L-system is adapted for creating the geometry of each neuron, and Life game is embedded for a cell division rule.

We also adopt glial cells for neuron growth not only stimulus from other neurons. In our model, each neuron receives the energy for growing from contacted astrocyes which are one of the glial cells. The direction of growth of the growth cones has determined by set goal areas for far, and during growing, growth cones try to contract near oligodendrocytes to obtain myelin around their axons. A cell division rule for Oligodendrocytes follows life game rules. The glial cells are treated as obstacles.

In our simulation system, a user can create various types of neurons, set the goals for both dendrites and axons, create connections between various functions and geometries of neurons with growth rules and add injections such as IPSP or EPSP on purpose to calculate action potentials.

In conclusion, we show simulation results of our proposed model. In our simulator, variety of geometry can be produced automatically based on expanded L-system, variety and flexible connectivity can be also produced based on our proposed new neuron growth and death model. Furthermore, we added two types of glial cells for growth and goal rules and also treat as obstacles. Our proposed model and simulator is quite flexible to simulate cell geometry, action potentials, cell connections in each brain region.
Visual information is conveyed in a feedforward manner to progressively higher levels in the hierarchy, beginning with the analysis of simple attributes, such as orientation and contrast, and leading to more complex object features from one stage to the next. In contrast, visual systems have abundant feedback connections, whose number is even larger than the feedforward ones. Top-down influences, conveyed by the feedback pathways across entire brain areas, modulate the responses of neurons in early visual areas, depending on cognition and behavioral context. Li et al. [1] showed that top-down signals allowed neurons of the primary visual cortex (V1) to engage stimulus components that were relevant to a perceptual task and to discard influences from components that were irrelevant to the task. They showed that V1 neurons exhibited characteristic tuning patterns depending on the array of stimulus components. Ramalingam et al. [2] further examined dynamic aspects of V1 neurons in the tasks used by Li et al., and revealed the difference in the dynamic correlations between V1 responses evoked by the two tasks. Using a V1 model, we also proposed the neural mechanism of the tuning modulations by top-down signal [3]. Top-down and bottom-up information are processed with different brain rhythms. Fast oscillations such as gamma rhythms are involved in sensory coding and feature binding in local circuits, while slower oscillations such as alpha and beta rhythms are evoked in higher brain areas and may contribute to the coupling of distinct brain areas. In this study, we investigate how information of top-down influence is conveyed by feedback pathway, and how information relevant to task context is coordinated by different brain oscillations. We present a model of visual system which consists of networks of V1 and V2. We consider the two types of perceptual tasks used by Li et al., bisection task and vernier one. We show that visual information relevant to each task context is coordinated by a push-pull effect of top-down signal. We also show that top-down signal reflecting a beta oscillation in V2 neurons, coupled with a gamma oscillation of V1 neurons, enable the efficient gating of task-relevant information in V1. This study provides a useful insight to understanding how rhythmic oscillations in distinct brain areas are coupled to gate task-relevant information encoded in early sensory areas. References1. Li W, Piech V, and Gilbert C D. Perceptual learning and top-down influences in primary visual cortex. Nat Neurosci. 2004, 7(6), 651-657. 2. Ramalingam N, McManus J N J, Li W, and Gilbert C D. Top-Down Modulation of Lateral Interactions in Visual Cortex. J Neurosci. 2013, 33(5), 1773-17893. Kamiyama A, Fujita K, and Kashimori Y, A neural mechanism of dynamic gating of task-relevant information by top-down influence in primary visual cortex. BioSystems. 2016, 150, 138-148
Taste perception is an important function for life activities, such as ingestion of nutrition and escape of toxic foods. Gustatory information is first processed by taste receptors in the taste buds present in the tongue. After that, it is transmitted to the orbitofrontal cortex (OFC), the hypothalamus, and the amygdala. In the course of a series of information processing processes, GC processes information on the quality and strength (concentration) of taste itself. Currently, taste research is proceeding with electrophysiological and molecular biological research on receptors. However, the processing mechanism of taste information encoded in each part of the taste transmission pathway is not well understood.

Furthermore, in addition to the higher-order processing of taste information, the OFC, located above the GC, integrates taste information and other sensory information such as tactile sensation, smell, and color to determine the flavor (flavor) of food and guide behavior. We proposed a binding mechanism of taste and odor information in the OFC [1]. A recent study has shown an alternative function of OFC, or working memory function of taste information [2]. The study showed that OFC neurons of the rhesus monkeys encoded a gustatory working memory in a delayed match-to-sample task. OFC neurons exhibited a persistent activity even when a gustatory stimulus presented in the sample period was turned off, whereas neurons of the primary gustatory cortex (GC) did not show a significant persistency of the activity. It is unclear how the gustatory working memory in the OFC is shaped by the interaction between the GC and the OFC.

To address this issue, we focus on a delayed match-to-sample task, in which monkeys have to decide whether the first juice stimulus is the same as the second stimulus separated by a delay period. We develop a model of gustatory system that consists of network models of GC and OFC. Each model of GC and OFC has two-dimensional array of neurons, which encode information of three kinds of foods, orange, guava, and tomato. These network models were based on the Izhikevich neuron model [3] and biophysical synapses mediated by neurotransmitters such as AMPA, NMDA, and GABA. The neural unit consists of a main neuron and an inhibitory interneuron, mutually connected with AMPA and GABA synapses. Main neurons are reciprocally connected with AMPA and NMDA synapses. The NMDA-synaptic connections between these networks are formed by Hebbian learning in a task-relevant way. The gustatory information of three foods is represented by dynamical attractors in the GC and OFC networks. Simulating our model for match/nonmatch trials, we explored the neural mechanism by which the working memory of gustatory information is generated in the OFC. We show that the working memory of gustatory information is shaped by the recurrent activation mediated by short-term synapses of OFC neurons. In addition, we examined how working memory formed by the OFC is used for match/nonmatch decision-making by adding a decision layer to the model.
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In the field of neurosciences, the free-energy principle (FEP) stipulates that all viable organisms cognize and behave using probabilistic models embodied in their brain in a manner that ensures their adaptive fitness in the environment [1]. Here, we report on our recent theoretical study that supports the use of the FEP as a more physically plausible theory, based on the principle of least action [2].

We recapitulate the FEP carefully [3] and evaluate that some technical facets in its conventional formalism require reformulation with finesse [4]. Accordingly, we articulate the FEP as living organisms minimize the sensory uncertainty, which is the average surprisal over a temporal horizon, and reformulate the recognition dynamics of the brain's ability for actively inferring the external causes of sensory inputs. We effectively cast the Bayesian inversion problem in the organism's brain to find the optimal neural trajectories by minimizing the time integral of the informational free energy (IFE), which is the upper bound of the long-term average surprisal. Specifically, we abstain from i) the non-Newtonian extension of continuous states, which yields the generalized motion, by recursively taking higher-order derivatives of the sensory observation and state equations, and ii) the heuristic gradient-descent minimization of the IFE in a moving frame of reference in a generalized-state space by viewing the nonequilibrium dynamics of brain states as drift-diffusion flows that locally conserve the probability density.

The advantage of our formulation is that only bare variables (positions) and their first-order derivatives (velocities) are used in the Bayesian neural computation, thereby dismissing the need for the extra-physical assumptions. Bare variables are an organism's representations of the causal environment, and their conjugate momenta resemble the precision-weighted prediction errors in a predictive coding language [5]. Furthermore, we consider the sensory-data-generating dynamics to be nonstationary on an equal footing with intra- and inter-hierarchical-level dynamics in a neuronally based biophysical model. Consequently, our theory delivers a natural account of the descending predictions and ascending prediction errors in the brain's hierarchical message-passing structure (Fig. 1). The ensuing neural circuitry may be related to the alpha-beta and gamma rhythms that characterize the feedback and feed-forward influences, respectively, in the primate visual cortex [6].
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The brain is capable of recognizing repetitive acoustic patterns within a few repetitions, which is essential for the timely identification of sound objects and the prediction of upcoming sounds. Several studies found neural correlates regarding the predictability of sequence patterns, but the underlying neural mechanism is not yet clear. To investigate the mechanism supporting the fast emergence of the predictive state, we use neural mass modeling to replicate the experimental observations during the sequential repetition [1]. First, we investigated the effect of short-term plasticity (STP) to the response of a Wilson-Cowan node to a prolonged stimulus, where the node consists of an excitatory (E) and an inhibitory (I) population. In total, 27 combinations of plasticity settings were examined, where the plasticity types include short-term depression (STD), short-term facilitation (STF), and no STP, and the connection types include E-to-E, E-to-I, I-to-E, and I-to-I connections. The simulated signals that best explain the observed MEG temporal profiles (i.e., an onset peak followed by a rising curve) rely on the setting where STD is applied on E-to-E connection and STF applied on E-to-I connection. Second, with the preferred plasticity settings (i.e., STD on E-to-E and STP on E-to-I), we simulated the dynamics of a random network in response to regular (REG) and random (RAND) sequences in PyRates [2]. The simulated signals can reproduce several experimental observations, including the above-mentioned MEG temporal profiles, the predictability-dependent MEG amplitude (i.e., dependency in terms of regularity and alphabet size of the input sequence), as well as the MEG responses in the switch conditions (i.e., from REG to RAND, and from RAND to REG). Third, we used a simplified two-level network to illustrate the main mechanisms supporting such representation of predictability during the sequential repetition. The simplified network consists of nodes that are selective to sound tone (level 1) and nodes that are selective to tone direction (level 2). The simulation reveals higher firing rates of I populations level-2 nodes during REG than RAND condition, which contributes to stronger simulated MEG amplitude via I-to-E connections (Fig 1). In conclusion, we provide a possible mechanism to account for the experimental observations. First, the increased MEG amplitude is mainly due to increased inhibitory activities. Second, the effect of alphabet size is due to two forms of STP (i.e., STD on E-to-E and STF on E-to-I). Third, the effect of regularity relies on the inclusion of the 2nd-level nodes that sparsely encodes the repetitive patterns. In short, the more predictable sequence patterns cause a stronger accumulation of inhibitory activities in direction-selective areas via STP, which in turn leads to a higher MEG amplitude. This mechanism emphasizes the need for STP at each stage of the bottom-up process, whereas the involvement of top-down processes is not necessary.


Axonal connections are widely regarded as faithful transmitters of neuronal signals with fixed delays. The reasoning behind this is that local field potentials caused by spikes travelling along axons are too small to have an effect on other axons. We demonstrate that, although the local field potentials generated by single spikes are of the order of microvolts, the collective local field potential generated by spike volleys can reach several millivolts. As a consequence, the resulting depolarisation of the axonal membranes (i.e. ephaptic coupling) increases the velocity of spikes, and therefore reduces axonal transmission delays between brain areas.

We first compute the local field potential (LFP) using the line approximation [1,2] for a spike in a single axon. We find that it generates an LFP with about 20 microvolts amplitude, which is too weak to have a significant effect on neighbouring axons (Figure A). Next, we extend this formalism to fibre bundles to compute the LFP generated by spike volleys, with different levels of synchrony. Such spike volleys can generate LFPs with amplitudes of several millivolts (Figure B), and the amplitude of the LFP depends strongly on the level of synchrony of the spike volley. Finally, we devise a spike propagation model in which the LFPs generated by spikes modulate their propagation velocity. This model reveals that with increasing number of spikes in a spike volley, the axonal transmission delays decrease (Figure C).

To the best of our knowledge, this study is the first that investigates the effect of LFPs on axonal signal transmission in macroscopic fibre bundles. The main result is that axonal transmission delays decrease if spike volleys are sufficiently large and synchronous. This is in contrast to studies investigating ephaptic coupling between spikes at the microscopic level (e.g. [3]), which have used a different model setup that resulted in increasing axonal transmission delays. Our results are a possible explanation for the decreasing stimulus latency with increasing stimulus intensity observed in many psychological experiments (e.g. [4]). We speculate that the modulation of axonal transmission delays contributes to the flexible synchronisation of high frequency oscillations (e.g. gamma oscillations).
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Investigating the dynamics and function of large-scale spiking neuronal networks with realistic numbers of synapses is made possible today by state-of-the-art simulation code that scales to the largest contemporary supercomputers. These implementations exploit the delayed and point-event-like nature of the spike interaction between neurons. In a network with only chemical synapses the dynamics of all neurons is decoupled for the duration of the minimal synaptic transmission delay such that the dynamics of each neuron can be propagated independently for the duration of the minimal delay without requiring information from other neurons. Hence, in distributed simulations of such networks, compute nodes need to communicate spike data only after this period [1].

Electrical interactions, also called gap junctions at first seem to be incompatible with such a communication scheme as they couple membrane potentials of pairs of neurons instantaneously. Hahne et al. [2] however demonstrate that communication of spikes and gap-junction data can be unified using waveform-relaxation methods [3]. Despite these advances, simulations involving gap junctions scale only poorly due to a communication scheme that collects global data on each compute node. In comparison to chemical synapses, gap junctions are far less abundant. To improve scalability we exploit this sparsity by integrating the existing framework for continuous interactions with a recently proposed directed communication scheme for spikes [4]. Using a reference implementation in the NEST simulator ([www.nest-simulator.org](http://www.nest-simulator.org), [5]) we demonstrate excellent scalability of the integrated framework, accelerating large-scale simulations with gap junctions by more than an order of magnitude. This allows, for the first time, the efficient exploration of the interactions of chemical and electrical coupling in large-scale neuronal networks models with natural synapse density distributed across thousands of compute nodes.
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Gamma rhythms with frequencies over 30 Hz are thought to reflect cortical information processing. However, signals associated with gamma rhythms are notoriously difficult to record due to their low energy and relatively short duration of the order of a few seconds. In our experiments, of particular interest was the 40 Hz synchronization of neurons, which is believed to be indicative of temporal binding. Temporal binding glues together spatially distributed representations of different features of sensory input, e.g., during the analysis of a visual stimulus, to produce a coherent description of constituent elements.

Our goal was to investigate the effect of systemic cocaine injection on the local field potentials (LFPs) recorded from the medial prefrontal cortex (mPFC) of mice. We used male PV-Cre mice infected with a viral vector [1] that makes some proteins sensitive to light, such as the members of the opsin family, including retinal pigments in visual systems. By genetic engineering, channelrhodopsins was coupled to sodium channels express in neurons and increase their excitability when exposed to blue light [1].

We previously used nonlinear dynamics tools, such as delay embedding and false nearest neighbors [2,3], to estimate the embedding dimension and the delay time for attractor reconstruction from LFPs [4]. While nonlinear dynamics is a powerful tool for data analysis, recent developments suggested that ensemble empirical mode decomposition (EEMD) could be better suited for short and noisy time series. The traditional EMD method is a data-driven decomposition of the original data into orthogonal Intrinsic Mode Functions (IMFs) [5]. In the presence of noise, the time scale separation is not perfect, and IMF mixing produces significant energy leaks between modes. The advantage of EEMD is that by adding a controlled amount of noise to the data leads to a between demixing of the IMFs. We also performed a Hilbert-Huang [5] transform to the demixed IMFs and computed the instantaneous frequency spectrum. Our results indicate that cocaine significantly shifts the energy distribution towards earlier durations during the trial compared to control. Our findings allow us to estimate the contribution of different spectral components quantitatively and develop a dynamical model of the data.
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(A-T) is an example of a systemic genetic disease impacting the cerebellar circuit’s structure and function. Kanner et al. [1] have shown how the A-T phenotype in mice correlates with severe glial atrophy and increased synaptic markers, resulting in altered cerebellar networks’ dynamics. In particular, experiments in cerebellar cultures showed a disruption of networks’ synchronizations, which were recovered by replacements of A-T glial cells with healthy ones. Notably, the only presence of healthy astrocyte was sufficient to restore the physiological synaptic puncta level between mutated neurons. In the intact cerebellar circuits, glial morphological alterations and an increase in inhibitory synaptic connectivity markers were first reported and correlated (preliminary unpublished results) with an increase in the complex spiking of the Purkinje cells (PCs). In order to understand and model these structural-functional circuits’ alterations, we developed a simplified model of the cerebellar circuit. To this aim, we adopt the adaptive Exponential Integrate-and-Fire (aEIF) neuron model in different parameter configurations, to capture essential functional features of four different cell types: granule cells and excitatory neurons of the inferior olive (IONs); Purkinje cells and inhibitory neurons of the Deep Cerebellar Nuclei (DPNNs). Next, we explore different degrees of connectivity and synaptic weights, the dynamics of the simplified cerebellar circuitry. Our simulations suggest that the concomitant increased number of inhibitory connections from PC to DPNNs, and from DPNNs to IONs, ultimately results in a disinhibited IONs dynamics. As a consequence, IONs provide a higher rate of excitation to PCs within the cerebellar loop, which finally leads to higher complex spiking frequency in PCs. These results provide new insights into the dysfunctional A-T cerebellar dynamics and open a new perspective for targeted pharmacological treatments.
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The brain can perform extremely complex spatial navigation tasks, but how the brain does this remains unclear. Since the Nobel-prize-winning work of discovering place cells in the hippocampus and grid cells in the entorhinal cortex, brain regions involved in spatial awareness and navigation have attracted much attention from both experimental and computational neuroscientists.

Experimental studies show that both place cells and grid cells are selective to spatial locations in the environment. However, place cells are only selective to one single location of the environment, while grid cells are tuned to an array of spatial locations that form a hexagonal grid. The three parameters that characterize the hexagonal pattern of grid cells are orientation, spacing and phase.

Because of the anatomical connection from the entorhinal cortex to the hippocampus, computational models of place cells with grid cell responses as the input have been proposed by a number of research groups. One significant study by Rolls and colleagues [1] described a learning model with competitive learning and demonstrated that the model could learn the spatial field of place cells. However, only approximately 10% model place cells had a single-location spatial field. Also, the competition in the model was introduced by manually setting the average response to a fixed value.

Sparse coding, proposed by Olshausen and Field in 1996 [2], can explain many experimental phenomena of the brain in areas, including the retina, primary visual cortex, inferotemporal cortex, auditory cortex, olfactory cortex and retrosplenial cortex. However, whether sparse coding can account for the formation of hippocampal place cells remained unclear.

In this study, we apply sparse coding with non-negative constraints to modelling place cells with grid cell responses as the input to place cells. The input to the grid cells is a random location in a 2D environment, and the grid patterns of grid cells are prefixed. The connection strengths between grid cells and place cells are learned by sparse coding. After training the model, we recover the spatial field of model place cells using the method of reverse correlation.

Our results demonstrate that hexagonal patterns of grid cells with various orientations, spacings and phases are necessary for model place cells to learn a single-location spatial field that is similar to those found in the experiments. Furthermore, all model place cells can learn a single-location spatial field. However, the lack of diversity in grid orientation, spacing or phase prevents the modelled place cells from learning a single-location spatial field.

This work bridges the gap between sparse coding and navigation system of the brain, suggesting that sparse coding is an underlying principle across different brain areas.
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Dynamical and physiological basis of alpha band activity and 1/f noise subject of continued speculation. Here we conjecture, on the basis of empirical data analysis, that both of these features can be dynamically unified if resting EEG is conceived of being the sum of multiple stochastically perturbed alpha band oscillatory relaxation processes. The modulation of alpha-band and 1/f noise activity by dynamic damping is explored in eyes closed (EC) and eyes open (EO) resting state Magneto/Electroencephalography (M/EEG). We assume that the resting M/EEG being recorded is composed of a superposition of stochastically perturbed alpha-band relaxation processes with a distribution of dampings, the functional form of which is unknown. We perform the inverse problem and take measured M/EEG power spectra and compute the distribution of dampings using Tikhonov regularization methods. The characteristics of the damping distribution are examined across subjects, sensors and recording condition (EC/EO).

We find that there is robust changes in the estimated damping distribution between EC/EO recording conditions across participants. Our findings suggest that alpha-blocking and the 1/f noise structure are both explicable through a singular process of dynamically damped alpha-band activity. The estimated damping distributions are typically found to be bimodal or trimodal (Fig. 1). The number and position of the modes is related to the sharpness of the alpha resonance (amplitude, FWHM) and the slope of the power spectrum. The results suggest that there exists an intimate relationship between resting state alpha activity and 1/f noise with changes in both governed by changes to the damping of the underlying alpha relaxation processes. In particular, alpha-blocking is observed to be the result of the most weakly damped distribution mode (peak at 0.4 - 0.6s^-1) becoming more heavily damped (peak at 1.0 - 1.5s^-1). Reductions in the slope of the 1/f noise are the result of the alpha relaxation processes becoming more broadly distributed in their respective dampings with more weighting towards heavily damped alpha activity. The results suggest a novel way of characterizing resting M/EEG power spectra and provides new insight into the central role that damped alpha-band activity may play in the interesting spatio-temporal features of resting state M/EEG.

Future work will explore the more complex case where we expect a distribution over both frequency and damping for the stochastic relaxation processes, elucidating any frequency dependent damping effects between conditions. The inverse problem can be solved via gradient descent methods where we estimate the 2-dimensional probability density function over frequency and damping from a given power spectrum.
Transfer entropy is an established method for the analysis of directed relationships in neuroimaging data. In its original formulation, transfer entropy is a bivariate measure, i.e., a measure between a pair of elements or nodes [1]. However, when two nodes are embedded in a network, the strength of their direct coupling is not sufficient to fully characterize the transfer entropy between them. This is because transfer entropy results from network effects due to interactions between all the nodes.

In this theoretical work, we study the bivariate transfer entropy as a function of network structure, when the link weights are known. In particular, we use a discrete-time linear Gaussian model to investigate the contribution of small motifs, i.e., small subnetwork configurations comprising two to four nodes. Although the linear model is simplistic, it is widely used and has the advantage of being analytically tractable. Moreover, using this model means that our results extend to Granger causality, which is equivalent to transfer entropy for Gaussian variables.

We show analytically that the dependence of transfer entropy on the direct link weight is only a first approximation, valid for weak coupling. More generally, the transfer entropy increases with the in-degree of the source and decreases with the in-degree of the target, which suggests an asymmetry of information transfer between hubs and peripheral nodes.

Importantly, these results also have implications for directed functional network inference from time series, which is one of the main applications of transfer entropy in neuroscience. The asymmetry of information transfer suggests that links from hubs to peripheral nodes would generally be easier to infer than links between hubs, as well as links from peripheral nodes to hubs. This could bias the estimation of network properties such as the degree distribution and the rich-club coefficient.

In addition to the dependence on the in-degree, the transfer entropy is directly proportional to the weighted motifs involving common parents or multiple walks from the source to the target (Fig. 1). These motifs are more abundant in clustered or modular networks than in random networks, suggesting a higher transfer in the former case. Further, if the network has only positive edge weights, we have a positive correlation to the number of such motifs. This applies in the mammalian cortex (on average, since the majority of connections are thought to be excitatory) – implying that directed functional network inference with transfer entropy is better able to infer links within brain modules (where such motifs enhance transfer entropy values) in comparison to links across modules.
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Transitive inference—deducing that "A is better than C" from the premises "A is better than B" and "B is better than C"—is a basic form of deductive reasoning; both humans and animals are capable of it. However, the mechanism that enables transitive inference is not understood. Partly, this is due to the absence of a concrete, falsifiable formulation of the so-called cognitive explanation of transitive inference (which suggests that subjects combine the facts they observe into a mental model, which they then use for reasoning). In this work, we use the predictive coding method to derive a precise, mathematical implementation of the cognitive explanation of transitive inference (Fig. 1A shows a schematic representation of the model we use). We test our model by simulating a set of typical transitive inference experiments and show that it reproduces several phenomena observed in animal experiments. For example, our model reproduces the gradual acquisition of premise pairs (A > B, B > C) and the simultaneously emerging capability for transitive inference (A>C) (Fig. 1B). We expect this work to lead to novel testable predictions that will inspire future experiments and help to uncover the mechanism behind transitive inference. Further, our work adds support to predictive coding as a universal organising principle of brain function.
Retinal prostheses can restore visual sensations in people that have lost their photoreceptors by electrically stimulating surviving retinal ganglion cells (RGCs). Currently, there are mainly three types of retinal prostheses under development, based on their implantation locations: epi-retinal, sub-retinal and suprachoroidal [1]. Clinical studies from all three types of devices indicate that, although a sense of vision can be restored, the visual acuity obtained is limited and functional vision, such as navigation and facial recognition remains challenging. One major difficulty is associated with the low spatial resolution obtained from electrical stimulation, i.e. the large spread of activation amongst RGCs leads to blurred or distorted visual percepts. Particularly, with epi-retinal implants, experiments have revealed that the leading cause of widespread activation is the unintended activation of passing RGC axons, which lead to elongated phosphines in patients [2].

This work proposes to use rectangular electrodes oriented parallel to the axon bundles to prevent the activation of passing axon bundles. Here, we first used simulation to investigate the interaction of neural tissue orientation and stimulation electrode configuration on the RGC activation patterns. A four-layer computational model of epiretinal extracellular stimulation that captures the effect of neurite orientation in anisotropic tissue was applied, as previously described [3], using a volume conductor model known as the cellular composite model. As shown in Figure 1a, our model shows that stimulating with rectangular electrode aligned with the nerve fiber layer (i.e. passing axon bundles), can be used to achieve selective activation of axon initial segments, rather than passing fibers.

The simulation results were then confirmed with experiments. Here, data were acquired from adult Long Evan rats and by recording the response of RGCs from whole-mount retina preparations using calcium imaging. Electrical stimulation was delivered through a diamond coated carbon fiber electrode with a length of 200 µm and diameter of 10 µm. The electrode was placed either parallel or perpendicular to the RGC axon bundles. Biphasic stimuli with different pulse durations of 33-500 µs were tested. Our experimental observations (Figure 1b) are consistent with the expectations of the simulations, and the use of rectangular electrodes placed parallel to axon bundles can significantly reduce the activation of RGC axon bundles. When using biphasic stimulation as short as 33 µs, the activated RGCs were mostly confined to the region below or very close to the electrode, as observed using confocal microscopy.

To conclude, this work provides a stimulation strategy for reducing the spread of RGC activation for epi-retinal prostheses. Using ultrashort pulses together with rectangular electrodes parallel to the RGC axon bundles, the performance of epi-retinal prostheses will be improved significantly, thus promising to restore a higher quality of vision to the blind.
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Recent advances in computational modeling, genome-wide association studies, neuroimaging, and theoretical neuroscience pose better opportunities to study neuropsychiatric disorders, such as schizophrenia (SZC)[4]. However, despite a repeated examination of its well-characterized phenotypes, our understanding of SZC’s neurophysiological biomarkers or cortical dynamics remain elusive.

This study presents a biophysical spiking neuron model of perceptual inference, based on the predictive coding framework [1]. The model, implemented in NetPyNE [6], incorporates various single-cell models of both excitatory and inhibitory neurons [2,8], mimicking the circuits of the primary auditory cortex. This model allows for the exploration of the effects bio- genetic variants (expressed via ion-channels or synaptic mechanism alterations, see[5]) have on auditory mismatch negativity (MMN) deficits, a common biomarker for SZC [3]. More particularly, the model distinguishes between repetition suppression and prediction error and examines their respective contribution to the MMN. The first part of this report establishes the model’s explanatory power using two well-known paradigms: the oddball paradigm and the cascade paradigm. Both can reproduce the electrophysiological measures of the MMN among healthy subjects. Later, via tuning the parameters of single-neuron equations or the network’s synaptic weights, the model exhibits the expected LFP changes associated with SZC [7].

Therefore, this model enables exploring how biogenetic alterations affect the underlying components of the observed MMN deficits. Novel, yet preliminary, predictions are presented and suggested future steps for validations are listed. This model could support studies exploring genetic effects on the MMN (or other aspects of predictive coding) in the auditory cortex.


P142: Using reinforcement learning to train biophysically detailed models of visual-motor cortex to play Atari games
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Computational neuroscientists build biophysically detailed models of neurons and neural circuits primarily to understand the origin of dynamics observed in experimental data. Much of these efforts are dedicated to match ensemble activity of the neurons in the modeled brain region while often ignoring multimodal information flow across brain regions and associated behaviors. Although these efforts have led us to improved mechanistic understanding of electrophysiological behavior of diverse types of neurons and neural networks, these approaches fall short of linking detailed models with associated behaviors in a closed-loop setting. In this study, we bridged that gap by developing biophysically detailed multimodal models of brain regions involved in processing visual information, generating motor behaviors and making associations between visual and motor neural representations by deploying reward-based learning mechanisms. We build a simple model of visual cortex receiving topological inputs from the interfaced Atari-game ‘pong’ environment (provided by the OpenAI’s Gym). This modeled region processed, integrated and relayed visual information about the game environment across the hierarchy of higher order visual areas (V1/V2->V4->IT). As we moved from V1 to IT, the number of neurons in each area decreased whereas the synaptic connections increased. This feature was included in the model to reflect the anatomical convergence suggested in the literature and to have a broader tuning for input features in progression up the visual cortical hierarchy. We used compartmental models of both excitatory and inhibitory neurons interconnected via AMPA (for excitation) or GABA (for inhibition) synapses. The strengths of synaptic connections were adjusted so that the information was reliably transmitted across visual areas. In our motor cortex model, neurons associated with a particular motor action were grouped together and received inputs from all visual areas. For the game Pong, we used two populations of motor neurons, for generating “up” and “down” move commands. All the synapses between visual and motor cortex were plastic, so that the connection strengths could be increased or decreased via reinforcement learning. When an action was generated in the model of motor cortex driven by visual representation of the environment in the model of visual cortex, that action generated a move in the game, which in turn updated the environment and triggered a response to the action: reward (+1), punishment (-1) or no-response (0). These signals drove the reinforcement learning at the synapses between visual cortex and motor cortex by strengthening or weakening them so that the model could learn which actions were rewarding in a given environment. Here we present an exploratory analysis as a proof-of-concept for using biophysically detailed modeling of neural circuits to solve problems that have so far only been tackled using artificial neural networks. We aim to use this framework to further simplify to make it more deep-learning-like and also to extend the architecture to make it biologically realistic. Comparing the performance of trained models using different architectures will allow us to dissect the mechanisms underlying production of behavior and will bridge the gap between the electrophysiological dynamics of neural circuits and associated behaviors.
A common approach to understanding neuronal function is to build accurate and predictive models of the excitable membrane. Models are typically based on voltage clamp data where ion channels of different types are pharmacologically isolated and the stationary state and timescale of (in)activation are estimated based on the transmembrane currents observed in response to a set of constant voltage steps. The basic method can be extended with different stepping protocols or input waveforms and by performing parameter fits on the full time series. Further improvements are achieved with parameter estimation on additional current clamp data, an active field of research. Some examples of employed estimation approaches include adaptive coupling to synchronise the model to data, driving neurons with chaotic input signals, and using distributions of parameter values in a path integral method.

Enabled by our GPU enhanced neural networks (GeNN) framework [1], we here present work that makes a different conceptual advance of performing parameter estimation in an online closed loop approach while the neuron is being recorded. In doing so we can select stimulations that are highly informative for the parameter estimation process at any given time. We can also track time dependent parameters by observing how parameter estimates develop over time.

To demonstrate our new method we use the model system of the B1 motor cell in the buccal ganglion of the pond snail _Lymnaea stagnalis_. Neurons are recorded with two sharp electrodes in current clamp mode. We have built a conductance based initial model from a published set of Hodgkin-Huxley conductances [2], using standard parameter estimation methods and data we obtained with a simple set of current steps. To perform closed loop parameter estimation, we use a genetic algorithm (GA) in which a population of 8192 model neurons with candidate parameter values is simulated on a GPU (NVIDIA Tesla K40c) in parallel and in real time. Models are then compared to the response of the recorded neuron and selected for goodness of fit, as is standard for a GA approach. The novel element of our method is the next step, where we evaluate a pool of candidate stimuli against the model population, selecting the stimulus with the most diverse responses for the next epoch. The selected stimulus is then applied to both the recorded neuron and the population of models and the normal GA procedure continues.

Fig. 1 shows a representative example of online fitting to a neuron. We first fit a set of 52 parameters to fine-tune model kinetics to the cell under stationary conditions. Then, we restricted fitting to non-kinetic parameters (maximum conductances, equilibrium potentials, and capacitance) and continued to run the algorithm described above, while at the same time manipulating sodium levels in the extracellular bath. The online fitting procedure can detect and track the change in sodium concentration as putative changes in sodium conductance and reversal potential.
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Epilepsy is a neurological disorder characterized by recurrent seizures that are transient symptoms of synchronous neuronal activity in the brain. Epilepsy affects more than 50 million people worldwide [1]. In Australia, over 225,000 people live with epilepsy [2]. Seizure prediction allows patients and caregivers to deliver early interventions and prevent serious injuries. Electroencephalography (EEG) has been used to predict seizure onset, with varying success between participants [3, 4]. There is an increasing interest to use electrocardiogram (ECG) to help with seizures detection and prediction. The aim of this study is to use long-term continuous recordings of EEG and ECG data to forecast seizures.

EEG and ECG data from 7 patients was used for analysis. Data was recorded using 21 EEG electrodes and 3 ECG electrodes by Seer with an ambulatory video-EEG-ECG system. The average period of recording was 95 hours (range 51-160 hours). Data was annotated by a clinician to indicate seizure onset and offset. On average, 4 clinical seizures occurred per participant (range 2-10). EEG and ECG data were bandpass filtered using Butterworth filter (1-30 Hz for EEG, 3-45 Hz for ECG).

A characteristic of a system that is nearing a critical transition is critical slowing, which refers to the tendency of the system to take longer to return to equilibrium after perturbations, measured by an increase in signal variance and autocorrelation [5]. The variance and autocorrelation of EEG and ECG signals were calculated for each electrode in 1 s window for each time point. The autocorrelation value was set to the width of half maximum of the autocorrelation function. The instantaneous phases of variance and autocorrelation signals were calculated at each time point using Hilbert transform. To extract long (1 day) and short (20 s in EEG, 10 min in ECG) cycles in the variance and autocorrelation signals, a moving average filter has been applied. The relationship between seizure onset times and phase of variances and autocorrelation were investigated in long and short cycles. The probability distribution for seizure occurrence was determined for each time point. The seizure likelihood was determined at three levels: low, medium and high, based on two thresholds defined as functions of maximum seizure probability. Data analysis was performed in Python 3.

Results show that the variance and autocorrelation of EEG data increased at the time of seizure onset in 66.7% and 68.3% of cases, respectively. The variance and autocorrelation of ECG data increased at the time of seizure onset in 60% and 50% cases, respectively. Long and short cycles of variance and autocorrelation had consistent results. Result indicate that critical slowing may be present in a neural system during seizures and this feature could be used to forecast seizures.
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Neuronal avalanches are one of the key characteristic features of signal propagation in the brain [1]. These avalanches originate from the complexity of the network of neurons and synapses, which are widely believed to form a self-organised critical system. Criticality is hypothesised to be intimately linked to the brain's computational power [2,3] but efforts to achieve neuromorphic computation have so far focused on highly organised architectures, such as integrated circuits [4] and regular arrays of memristors [5]. To date, little attention has been given to developing complex network architectures that exhibit criticality and thereby maximise [6] computational performance. We show here, using methods developed by the neuroscience community [7], that electrical signals from self-organised percolating networks of nanoparticles [8] exhibit brain-like correlations and criticality [9]. Specifically, the sizes and durations of avalanches of switching events are power-law distributed, and the power-law exponents satisfy rigorous criteria for criticality. Additionally we show that both the networks and their dynamics are scale-free. These networks provide a low-cost platform for computational approaches that rely on spatiotemporal correlations, such as reservoir computing, and are a significant step towards creating neuromorphic device architectures.
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Lesion and pharmacological studies found that interval timing is the emergent property of an extensive neural network that includes the prefrontal cortex (PFC), the basal ganglia (BG), and the hippocampus (HIP). We used our Striatal Beat Frequency (SBF) model with a large number of PFC oscillators to produce beats from the coincidence detection performed by BG [1,2]. The response of the PFC-BG neural network provides an output that (1) accurately identifies the criterion time, i.e., the time at which the reinforcement was presented during reinforced trials, and (2) is scalar, i.e., the prediction error is proportional to the criterion time. We found that, although the PFC-BG can create beats, the accuracy of the timing depends on the number of PRC oscillators and the frequency range they cover [4].

The ability to discriminate between multiple durations requires a metric space in which durations can be compared. We hypothesized that time cells, which were recently discovered in the hippocampus and ramp-up their firing when the subject is at a specific temporal marker in a behavioral test, can offer a time base for interval timing. We expanded the SBF model by incorporating the HIP time cells that (1) provide a natural time base, and (2) could be the cellular root of the scalar property of interval timing observed in all behavioral experiments (bit see [5]). Our model of interval timing learning assumes that there are two stages of this process. First, during the reinforced trials, the subject learns the boundaries of the temporal duration. This process is similar to the HIP space cell activity that first forms an accurate spatial map of the edges of the environment. Subsequently, the time cells are recruited to cover the entire to-be-timed duration uniformly. Without any learning rule, i.e., without any feedback from the PFC-BG network, the population of time cells simply produces a uniform average time field. In our computational model, the learning rule requires the HIP time cell to adjust their activity to mirror the output of the PFC-BG network. A plausible mechanism for the modulation of HIP time cell activity could involve dopamine released during the reinforced trials. We tested numerically different learning rules and found that one of the most efficient in terms of the number of trails required until convergence is a the diffusion-like, or nearest-neighbor, algorithm.
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The cerebral cortex as a structured network is able to spontaneously express different types of dynamics that are continuously changing over time according to the ongoing brain state. Transitions across brain states correlate with changes in network excitability and functional connectivity giving rise to a wide repertoire of spatiotemporal patterns of neuronal activity [1]. The quasi-periodic occurrence of travelling waves - namely slow-wave activity (SWA) - characterizes the cortical networks under unconscious brain states. The spatiotemporal patterns generated under SWA are shaped by the structure and excitability of the underlying network [2,3]. Thus, the emergent wavefronts portray the characteristics of the dynamical regime under which they have been spawned. Here we aimed to develop novel analytical methods to capture wave propagation features and to identify the universal fingerprints of the cortical network activity generated by different preparations all spontaneously expressing SWA, in order to gain a deeper understanding of functional mechanisms underlying the cortical network organization. To do so, we studied the spatiotemporal dynamics of the cortex under SWA in three different frameworks: _in vivo_ , performing extracellular recordings of cortical activity in deeply anesthetized mice with a superficial multielectrode array; _in vitro_ , recording the electrophysiological signals from cortical slices cut from ferret visual cortex; _in silico_ , in a simulated multimodular network of spiking neurons [2,4]. We studied network dynamics by characterizing the spatiotemporal patterns of propagation of the activation wavefronts developing a phase-based method that allow an accurate reconstruction of the waves travelling across the cortex both in experimental and simulated data [5]. We complemented the study of network dynamics with the computation of network synchronizaton over time, evaluating the variability of ongoing synchrony fluctuations that entail dynamically changing states, in our case Up and Down states of SWA. Finally, we evaluated the dynamical richness of the cortical activity by estimating the dimensionality of the system dynamics over time. We adopted an approach drawn from experimental fluid dynamics in physics [6]. Applying an empirical eigenfunction approach by means of the algorithm of Singular Value Decomposition (SVD) it is possible to quantify the instantaneous energy of the system and its effective dimension, and to study the evolution of the system dimension over time as well as its dependence on the structure and on the dynamical state of the system. In this way, we were able to compare the mechanistic underpinning of SWA when the intact cortex is functionally disconnected ( _in vivo_ under deep anesthesia) and when it is anatomically disconnected from the rest of the brain ( _in vitro_ in cortical slices), and finally exploiting the model, to emphasize the universal nature of this slow rhythm highlighting both the differences and similarities between experimental conditions.
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**P187: Modulation of the hierarchical gradient of cognitive information processing dynamics during rest and task**

*Speakers: Joseph Lizier, Oliver Cliff, Mike Li, Dennis Hernaus, Lianne Scholtens, Eli Müller, Brandon Munn, Gabriel Wainstein, Ben Fulcher, Joseph Lizier, James Shine*

Cognition involves the dynamic adaptation of information processing resources as a function of task demands. To date, the neural mechanisms responsible for mediating this process remain poorly understood. In this study, we integrated cognitive neuroscience with information theory, network topology and neuropharmacology to advance our understanding of the fundamental computational processes that give rise to cognitive function in the human brain. In our first experiment, we consider the contrast between dynamic whole-brain blood oxygen level dependent (BOLD) data from both the resting state and a cognitively-challenging N-back task from the Human Connectome Project (N = 457) [1,2]. We translated the raw BOLD activity levels into time series that represent the dynamics of neural information processing by measuring information flows (pairwise between regions, using transfer entropy) and information storage (self-prediction in individual regions, using active information storage) as a function of time throughout the experiment [3]. Our results show that cognitive task performance alters the whole-brain information-processing landscape in a low-dimensional manner: during rest, information flowed from granular to agranular cortices, whereas this pattern was reversed during the performance of the N-back task. These contrasting gradients of information flow reflect the difference between a stronger "bottom-up" mode during rest (with inputs from sensory cortices sent up for interpretation as the dominant flow) versus a stronger "top-down" mode during task (where task performance is facilitated by higher level control and the increase of associated flows). To test a hypothesized mechanism for this switch [4], we modulated central noradrenaline levels in a double-blind, cross-over atomoxetine pharmacological fMRI study (N = 19) [5]. We found that potentiating the noradrenergic system altered the information processing dynamics by augmenting information transfer to and from the frontoparietal cortices. Together, our results provide a conceptual bridge between cognitive function, network topology, information theory and the ascending neuromodulatory arousal system. References 1. Barch, D.M., Burgess, G.C., Harms, M.P., et al. Function in the human connectome: task-fMRI and individual differences in behavior. NeuroImage. 2013, 80, 169–189. 2. Glasser, M.F., Sotiropoulos, S.N., Wilson, J.A., et al. The minimal preprocessing pipelines for the Human Connectome Project. NeuroImage. 2013, 80, 105–124. 3. Lizier, J.T. JIDT: An information-theoretic toolkit for studying the dynamics of complex systems. Frontiers in Robotics and AI. 2014, 1, 11. 4. Shine, J.M., Aburn, M.J., Breakspear, M., Poldrack, R.A. The modulation of neural gain facilitates a transition between functional segregation and integration in the brain. eLife. 2018, 7, e31130. 5. Hernaus, D., Casales Santa, M.M., Offermann, J.S., Van Amelsvoort, T. Noradrenaline transporter blockade increases fronto-parietal functional connectivity relevant for working memory. Eur Neuropsychopharmacol. 2017, 27, 399–410.

**P188: Neuro-PC: Causal Functional Connectivity for Neural Dynamics**

*Speakers: Rahul Biswas, Eli Shlizerman*

Neuronal interactions lead to behavior and cognition, so that investigating the interactions in the brain network is essential to understanding brain function. However, approaches that characterize the causal relationships between neuronal time series — causal functional connectivity — have not been well investigated. In this work, we develop methodology for inferring the causal functional connectivity between neurons. The methodology at the core relies on adapting the PC algorithm, a state-of-the-art method for statistical causal inference, to the neuronal time series scenario. We validate the performance of the method in synthetic signals generated from continuous time artificial neural networks. We further obtain the causal functional connectivity between neurons in mouse brain under different visual stimuli from electro-physiological neural recordings.
Topographic maps are brain structures which connect two regions [1]. These maps are essential features of primary sensory signal processing. A prototypical animal model of such a system is the mouse retinotopic map [2].

Topography is developed using three distinct mechanisms: chemotaxis, competition, and activity based refinement [3]. Chemotaxis establishes a coarse topography with broad dendritic arbors which is followed by three stages of spontaneously generated waves of electrical activity in the retina: first at E16-P0, then from P0-P11, and finally from P11-P14 [4]. These three periods have distinct spatio-temporal characteristics and likely perform different functions in the development of the retinotopic system. They are concurrent with electrical activity in the SC and the correlations between these signals guide Hebbian plasticity to make the refinement. Unified models of activity and genetics have found success in predicting the effects of chemical perturbations, but not activity-based perturbations [5]. The activity mechanism in these models condenses the activity into a purely spatial and radially symmetric isotropic form.

A good model of electrical activity in brain regions with lateral connectivity and dense homogenous cell types such as those in the SC is neural field theory (NFT) [6]. A theoretical framework of Hebbian-based plasticity that can incorporate time-signatures of activity has been developed for NFT [7]. This framework allows for the incorporation of a more accurate and complete description of spatio-temporally varying waves. In this paper we shall demonstrate that NFT can support the refinement and establishment of precise topography via waves of propagating activity and biologically reasonable Hebbian learning rules and therefore establish it as a useful model to study the development of topographic systems.

We develop an analytical solution to the field equation by first linearizing the sigmoid activation function. We then proceed with computational analysis of three key parameters: the width of the wave stimulus, wave-speed, and the width of the lateral connections. Finally, we discuss the limitations of the model, implications of these results in the context of the β2 knock-out (an activity perturbation), and future directions.


The cerebellum is involved in motor learning, temporal information processing and cognition. Inspired by the well-characterised anatomy of the cerebellum, several network models and theories of cerebellar function have been developed, such as the Marr-Albus-Ito theory of cerebellar learning. However, although morphologically realistic cerebellar neuronal models with realistic ion channel dynamics exist in isolation, a complete cerebellar cortical model comprising such biologically detailed neurons is still missing. Sudhakar et al. have implemented a cerebellar granular layer (GL) model composed of biologically detailed granule and Golgi cells (GrCs and GoCs) [1]. Here, we modified this model and integrated it with a multi-compartmental PC model, which included detailed Hodgkin-Huxley type representations of ion channels [2]. The original GL model had a length of 1.5 mm along the transversal axis. As parallel fibres (PFs), the axons of GrCs, extend for 2.0 mm along this axis, we rescaled the GL network model to 4.0 mm in transversal direction and placed the dendritic tree of the PC model at the centre of the network. Additionally, to reduce the computational requirements, we employed a sparser density of 1.92 million GrCs per mm3 in our GL model. Each spine of the PC model was connected to the nearest PF within the sagittal-vertical plane, which resulted in 143,725 PF inputs to the PC model. Inhibitory input from molecular layer interneurons (MLIs) to the PC was modelled implicitly by providing inhibitory Poisson input from 1,695 spike generators. Most of our simulations were run with 5 Hz MF background excitation and 8 Hz background MLI inhibition, which resulted in PC baseline spike rates between 50 and 60 Hz.

In a first set of simulations, our network was tested in a simple pattern separation task: a patch of excitatory mossy fibre (MF) input to the GL was stimulated; the network learnt the input pattern based on long-term depression (LTD) at PF-PC synapses; and the PC behaviour in response to learnt and novel patterns was compared. The stimulated MF patch had a radius of 100 μm. The stimulation resulted in the activation of a cylindrical region of the GL above the patch. Activated GoCs spread out of the patch along the transversal axis. The initial GrC excitation lasted for about 5 ms, after which feedback inhibition from GoCs reduced the GrC spike rate to about 50% of the peak value. The resulting burst of GrC activity activated the PC model with a delay up to 5 ms. In the presence of a sufficient amount of MLI inhibition, the PC firing rate initially increased sharply in response to stimulation of the MF patch. After the MF input had been learnt based on LTD at the PF-PC synapses, the PC spike rate increases in response to learnt MF input disappeared, while equivalent novel MF stimuli still resulted in spike rate increases. These simulation results predict that a biophysically detailed PC model embedded in a realistic cerebellar network model can, under certain circumstances, employ a rate code to distinguish between learnt and novel MF input patterns.
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In spite of a plethora of peripheral lesion experiments documenting that structural plasticity causes large scale changes in brain networks [1, 3, 4], our understanding of the mechanisms of structural plasticity remains limited. Structural plasticity acts over extended periods of time, albeit at a slow rate, to modify network connectivity by the formation and removal of synapses. Alterations in network connectivity are expected to affect network function, but the resulting functional consequences of structural plasticity have not been studied in detail.

To study the activity dependent growth characteristics of neurites, which underlie network reconfiguration, we previously developed a novel model of peripheral lesioning and subsequent repair in a balanced cortical Asynchronous Irregular (AI) spiking network [6]. The network used in our model, which represents a physiological brain network, was selected since it has been demonstrated to function as an attractor-less associative memory store [5]. Using this new model, we investigated the functional effects of repair mediated by homeostatic structural plasticity on the network. We stored associative memories in the network and recalled them at different stages of the simulation by stimulating a random subset of their neurons: before deafferentation, after deafferentation but before repair, and after deafferentation during repair. At each recall, recall performance was quantified using a Signal to Noise ratio (SNR) metric [2].

Associative memories that include neurons deafferented by the peripheral lesion experience a reduction in their recall performance proportionate to the number of deprived neurons. Our results indicate that while structural plasticity restores activity of deafferented neurons to pre-injury levels, it does not restore the performance of the stored associative memories. This suggests that associative memories stored before a peripheral lesion are not necessarily protected in the repair process. Further research is needed to explore whether the repair process can be modulated to retain the performance of the stored associative memories.
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Working memory has a function by which temporal information is maintained and recognized in the brain, and is ubiquitous in various brain regions. A growing body of working memory research has indicated the neural mechanism underlying the maintenance of working memory. Several studies have demonstrated that working memory is maintained by a persistent activity of neural assemblies. Other studies have proposed that it is maintained by a short-term synaptic plasticity. The mechanism of working memory maintenance is still a matter of debate. Furthermore, it is unclear how working memory is linked to behavior and decision-making.

In this study, to clarify the neural mechanisms underlying the maintenance and manipulation of working memory, we focus on the function of prefrontal cortex in a delayed match-to-categorization task studied by Freedman et al. [1]. In this task, monkeys were presented with a sample and a test stimulus, separated by a delay period, and were trained to judge whether these stimuli were from the same category. Freedman et al. showed that working memory of category information was formed in the PFC. Our previous model demonstrated the neural mechanism of the working memory shaped in the PFC [2]. In this study, we aim to understand a unified mechanism of working memory maintenance and its manipulation for behavior. We develop a network model that performs the maintenance and recognition of temporal information of a sample and a test stimulus. The model consists of the networks of IT and PFC. The PFC model is further constructed with a positive-feedback-loop layer, a recurrent network, and a decision layer. The positive-feedback-loop layer produces a persistent activity of a previously presented stimulus, allowing the layer to maintain information of a sample stimulus as working memory. The recurrent network encodes the temporal information of a sample stimulus and a test stimulus. The learning of temporal information was made by Backpropagation Through Time method. The decision layer has neurons responding to a match and a non-match trial. We also investigate the discrimination ability of our model for more complex tasks that have longer temporal sequences and many category numbers.

We demonstrate that maintenance of working memory and encoding of temporal sequence are sequentially manipulated in different areas of the PFC. We also show that the temporal sequence is encoded by activity pattern of the recurrent circuit, independently of task decision. The sparseness of activity pattern increases with increasing the number of category. The principal component analysis of activity patterns reveals that the activity patterns of non-match trials move far away from the activity patterns of match trials as the learning proceeds. Furthermore, we show that the decision of task trials is adjusted by the learning of the connections between recurrent neurons representing the activity patterns and decision neurons, according to task context.


The responses of excitatory pyramidal cells and inhibitory interneurons in cortical networks are shaped by each neuron's place in the network (connectivity of the network) and its biophysical properties (ion channel expression [1]), which are modulated by top-down neuromodulatory input, including dopamine. Using a recently developed ex-vivo method [2], we showed [3] that the activation of the D1 receptor (D1R) increases the information transfer of fast spiking, but not regular spiking, cells, by decreasing their threshold. Moreover, we showed that these differences in neural responses are accompanied by faster decision-making on a behavioural level. However, how the single-cell changes in spike responses result in these behavioural changes is still unclear. Here, we aim to bridge the gap between behavioural and single cell effects by considering the effects of D1R activation on a network level.

We took a 3-step approach and simulated the effects of dopamine by lowering the thresholds of inhibitory but not excitatory neurons:

1. Network construction. We created a balanced network of L2/3 and L4 of the barrel cortex, consisting of locally connected integrate-and-fire neurons. We reconstructed the somatosensory cortex in soma resolution ([4], Fig 1A), and adapted the number and ratio of excitatory and inhibitory neurons and the number of thalamic inputs accordingly.

2. Activity of the balanced state. The adaptations in the neural populations and connectivity resulted in a heterogeneous asynchronous regime [5] in L2/3, with highly variable single-neuron firing rates and suggesting a functional role of stimulus separation, and a 'classical' asynchronous regime in L 4, with more constant firing rates and suggestive of an information transmission role (Fig 1B). 3. Functional effects. We used a spike-based FORCE learning [6,7] application, trained on either a gap-crossing task (data from [8]) or on a pole detection task (publicly available data from [9], Fig1C). We compared the results against a benchmark test consisting of a 3-layer deep neural net with a recurrent layer.
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Growth, formation and movement of biological structures are determined by characteristics of the environment and requirements for obtaining external resources. Likewise, the topological organization of the brain, consisting of a set of neurostructures, has a direct effect on the brain's ability to perceive or process data. Additionally, localized damage to a small part of the brain will result in specific disturbances of isolated mental facilities, such as perception or movement [1]. Many researchers are currently studying regeneration and formation of a new spatial filling of tissue at the sites of damage. The individual variability of the anatomy and connectivity of the brain affects the formation of its structure [2]. Studies of both tissue features and the distribution and orientation of individual components are widely used to visualize the microstructures of individual brain regions or to determine the locations of biomarkers [3]. At the same time, it can be shown that neurorehabilitation depends not only on the characteristics of the whole brain, but also on the particular features of the distinct area where growth and recovery occur directly.

In this work, we study cases of regeneration of cortical neurostructures, when the damaged area is filled with new elements for a long period of time. The analysis compares the calculated growth directions of neurostructures, the calculated trajectories of their growth, taking into account the existing environment, and the real growth paths identified on the basis of MRI data.

Our study takes into account that the ways of formation of neural structures during neurorehabilitation have two main characteristics that differ in scale and in details. The first characteristic is the average direction of the formation of new neurostructures. Such a direction, as a whole, is caused by an increase in the “favorableness” of the environment in which growth occurs. The second characteristic is a detailed following of external elements in the existing biological environment, that is, on the one hand, rounding obstacles, and on the other hand, the use of convenient “corridors” for growth and advancement (Fig. 1).

Data packages (fMRI) are collected from Human Connectome Project (https://www.humanconnectome.org/data/). These fMRI could be converted to diffusion-weighted images (dMRI), which are used for tractography analysis and for investigate the heterogeneity of microstructural features.

The study uses spatial data analysis, which calculates the main corridors and growth directions, taking into account the available cortical volume filling. Data at the boundaries of tissue are excluded from analysis to minimize the impact of partial volume averaging with surrounding tissues.
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An individual neuron or neuronal population is conventionally said to be “selective” to a feature of stimulus if they differentially respond to the feature. Also, they are considered to encode certain information if decoding algorithms successfully predict a given stimulus or behavior from the neuronal activity. However, an erroneous assumption about the feature space could mislead the researcher about a neural coding principle. In this study, by simulating several likely scenarios through artificial neural networks (ANNs) and showing corresponding cases of biological neural networks (BNNs), we point out potential biases evoked by unrecognized features i.e., confounding variable.

We modeled an ANN classifier with the open-source neural network library Keras, running Tensorflow as backend. The model is composed of five hidden layers, dense connections and rectified linear activation. We added a dropout layer and l2-regularizer on each layer to apply penalties on layer activity during optimization. The model was trained with CIFAR-10 dataset and showed a saturated test set accuracy at about 53%. (the chance level accuracy = 10%)

For a stochastic sampling of individual neuron’s activity from each deterministic unit, we generated the Gaussian distribution through modeling within-population variability according to each assumption.

Using this model, we showed 4 possible misinterpretation cases induced by a missing feature. (1). The researcher can choose the second-best feature which has similarity to ground truth feature. (2). An irrelative feature which correlated with ground truth feature can be chosen. (3). Evaluating decoder in incomplete feature space could result in the overestimation of the performance of the decoder. (4). Misconception about the receptive field of the unit could make a signal to be incorporated in noise.

In conclusion, we suggest that the comparative study of ANN and BNN from the perspective of machine learning can be a great strategy for deciphering the neural coding principle.
Perceptual bistability is a phenomenon in which an observer is capable of perceiving identical stimuli with two or more interpretations. The auditory streaming task has been shown to produce spontaneous switching between two perceptual states [1]. In this task a listener is presented a stream of tones, called triplets, with the pattern ABA--; where A and B are tones with different frequencies and ‘--’ is a brief period of silence. The listener can alternate between two perceptual states: 1-stream in which the stimulus is integrated into a single stream, and 2-stream in which the stimulus is perceived as two segregated streams. In order to study the localization and dynamic properties of neural correlates of auditory streaming we collected electrocorticography (ECoG) data from neurosurgical patients while they listened to sequences of repeated triplets and self-reported switching between the two perceptual states.

It is necessary to find meaningful ways to analyze ECoG recordings, which are noisy and inherently high dimensional. Diffusion Maps is a non-linear dimensionality reduction technique which embeds high dimensional data into low dimensional Euclidean space [2]. The Diffusion Map method leverages the creation of a Markov matrix from a similarity measure on the original data. Under reasonable assumptions, the eigenvalues of the Markov matrix are positive and bounded above by 1. The d largest eigenvalues along with their respective eigenvectors provide coordinates for an embedding of the data into d-dimensional Euclidean space. In [3] Diffusion Maps were used for a group level analysis of neural signatures during auditory streaming based on subject reported perception. We extend this approach by taking into account the time ordered property of the ECoG signals. For data that has a natural time ordering, it is beneficial to structure the data to emphasize its temporal dynamics; in [4] the authors develop the Diffusion- Mapped Delayed Coordinates (DMDC) algorithm. In this algorithm, time-delayed data is first created from general time series data; this initial step projects the data onto its most stable sub-system. The stable sub-system may remain in a high dimensional space, so they next apply Diffusion Maps to the time-delayed data which projects the (potentially high dimensional) stable sub-system onto a low dimensional representation adapted to the dynamics of the system.

We apply the DMDC algorithm to ECoG recordings from Heschl’s Gyrus in order to explore and reconstruct the underlying dynamics present during the auditory streaming task. We find that the eigenvalues obtained through the DMDC algorithm provide a way to uncover multiple time scales present in the underlying system. The corresponding eigenvectors form a Fourier-like basis that is adapted both to the fast properties of ECoG signal encoding the physical properties of the stimulus as well as a slow mechanism that corresponds to perceptual switching reported by subjects.
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Although the effects of inhibition on Purkinje cells have first been first observed over five decades ago and have since then been intensively studied, the manner in which the cerebellar output is regulated by both inhibitory and excitatory cells has yet to be fully understood. Purkinje cells represent the sole output of the cerebellar cortex and are known to fire simple spikes as a result of the integrated excitatory and inhibitory synaptic input originating from parallel fibers and the interneurons in the molecular layer. When studied in vivo, both Purkinje cells and interneurons exhibit a highly irregular pattern in the firing of action potentials. The mechanisms underlying the complex interaction between the intrinsic properties of the membrane and the pattern of synaptic inputs that generate the cerebellar output have not yet been completely understood. Recent literature has underlined the importance of the inhibitory interneurons (stellate and basket cells) in shaping the simple spikes of Purkinje cells. Moreover, when inhibitory interneurons are eliminated and only asynchronous excitation is taken into account, numerous computational [1] and experimental work have reported unrealistic behavior such as very little variability between the spiking intervals, as well as very small minimum firing frequencies. The modeling approach we propose here focuses on analyzing the effects that combined inhibition and excitation have on the shape of action potential, on the firing frequency and on the time intervals in between the simple spikes. The starting point of our work was a very detailed Purkinje cell model proposed by Zang et al in [2]. Instead of varying somatic holding currents as in previous work, in here, the dendritic voltage states are determined by the balance between the frequency of inhibitory cells and the frequency of parallel fibers. Our preliminary results indicate that inhibition presents both subtractive and divisive behavior, depending on stellate cells frequency. We discuss in detail the different shapes of firing we obtained. In particular, our results capture not only simple spikes but also a trimodal firing pattern, previously observed experimentally in [3]. This trimodal firing pattern is a characteristic of mature Purkinje cells and is given by a mixture of three different phases: tonic firing, bursting and silent mode. We mapped the regions where simple spiking occur and the regions where simple spikes appear and we further investigate the role of the SK2 channels in eliminating or prolonging the trimodal pattern.
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Atypical neural activity and structural network changes have been detected in the brains of autism spectrum disorder (ASD) [1]. It has been hypothesized that an imbalance in the activity of excitatory and inhibitory neurons causes the pathological changes in autistic brains, denoted by the E/I balance hypothesis [2]. In this study, we investigate the effect of E/I balance on the self-organization of network connectivity and neural activity using a model approach. Our model follows the Izhikevich spiking neuron model [3], and consists of three neuron groups, each composed of 800 excitatory neurons and _N_ I inhibitory neurons (Fig.1A). Each excitatory neuron had 100 intraconnections with randomly selected neurons in the same neuron group, and 42 inter-connections with randomly selected neurons in its neighboring neuron group. These synaptic weights were modified using the Spike-timing-dependent plasticity rule [3]. Each inhibitory neuron had 100 intraconnections with randomly selected excitatory neurons in the same neuron group, but they did not have any interconnections nor plasticity. We simulated the model with different and inhibitory synaptic weights (_W_ I) in one neuron group (neuron group 1 in Fig.1A) to change the degree of inhibition in the neuron group. _N_ I and _W_ I in the other groups (2 and 3 in Fig.1A) were set to 200 and -5, respectively. The simulation results show greater intraconnections in all neuron groups when _N_ I and _W_ I were lower values, i.e., the E/I ratio increased compared to those in the typical E/I ratio (Fig.1B). Moreover, asymmetric interconnections between neuron groups emerged where the synaptic weights from neuron groups 2 to 1 were higher than when the connectivity was in the opposite direction (Fig.1C), where the E/I ratio was found to increase. Furthermore, the phase coherence between the average potentials of neuron groups was found to be weak with an increased E/I ratio (Fig.1D). These results indicate that the disruption of the E/I balance, especially the weak inhibitory, induces excessive local connections and asymmetric intergroup connections. Therefore, the synchronization between neuron groups decreases, i.e., there is a weak long-range functional connectivity. These results suggest that the E/I imbalance might cause strong local anatomical connectivity and weak long-range functional connectivity in the brains of ASD [1].
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Successful visually-guided behavior in natural environments critically depends on rapid detection of changes in visual input. A wildcat chasing a gazelle needs to quickly adapt its motions to sudden direction changes of the prey, and a human driving a fast car on a highway must instantaneously react to the onset of the red brake light of the car in front. Visually responsive neurons represent such rapid feature changes in comparably rapid, transient changes of their firing rate. In the motion domain, for example, neurons in monkey area MT were shown to represent the sign and magnitude of a rapid speed change in the sign and amplitude of the evoked firing rate modulation following that change [1]. For positive speed changes, it was also shown that the transient's latency closely correlates with reaction time, and is modulated by both spatial and non-spatial visual attention [2,3].

We here introduce a computational model based on a simple, canonical circuit in a cortical hypercolumn. We use the model to investigate the computational mechanisms underlying transient neuronal firing rate changes and their modulation by attention under a wide range of stimulus conditions. It is built of an excitatory and an inhibitory unit, both of which are in response to an external input \( I(t) \). The excitatory unit receives additional divisive input from the inhibitory unit. The model's dynamics is described by two differential equations quantifying how mean activity \( A_e \) of the excitatory unit and divisive input current change with time \( t \). By fitting the model parameters to experimental data, we show that it is capable to reproduce the time courses of transient responses under passive viewing conditions. Mathematical analysis of the circuit explains hallmark effects of transient activations and identifies the relevant parameters determining response latency, peak response, and sustained activation. Visual attention is implemented by a simple multiplicative gain to the input of both units.

A key result of the analysis of the model's dynamics is that steeper rise or decay times of the transient provide a consistent mechanisms of attentional modulation, independent of both the overall activation of the neuron prior to the speed change, and the sign of the change. This prediction is tested by new experiments requiring attention to both positive and negative speed changes. The results of the experiment are in full accordance with the prediction of the model, providing evidence that even decreases in firing rate in response to the reduction of the speed of an attended stimulus occur with shorter latency. Thus, the model provides a unique framework for a mechanistic understanding of MT response dynamics under very different sensory and behavioral conditions.
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Neurons in the primary auditory cortex (A1) display rapid task-related plasticity, which is believed to enhance the ability to selectively attend to one stream of sound in complex acoustic scenes. Previous studies have suggested that cholinergic projections from Nucleus Basalis to A1 modulate auditory cortical responses and may be a key component of rapid task-related plasticity. However, the underlying molecular, cellular and network mechanisms of cholinergic modulation of cortical processing remain unclear.

A previously published model of A1 receptive fields [1] that can reproduce task-related plasticity was used to investigate mechanisms of cholinergic modulation in A1. The previous model comprised a cochlea model and integrate- and-fire model neurons to represent networks in A1. Action potentials from individual model neurons were used to calculate the receptive field using reverse correlation, which allowed direct comparison to experimental data. To allow an investigation into different mechanisms of cholinergic modulation at A1, this previous model was extended by: (1) adding integrate-and-fire neurons to represent neurons projecting from Nucleus Basalis to A1; (2) adding inhibitory interneurons in A1; (3) including internal calcium dynamics in the integrate-and-fire models; and (4) including calcium-dependent potassium conductance in the integrate-and-fire models. Since cholinergic modulation has several potential sites of action in A1, the current model was used to investigate acetylcholine acting through both muscarinic and nicotinic acetylcholine receptors (mAChR and nAChR, respectively) located presynaptically or postsynaptically.

Four possible mechanisms of cholinergic modulation on A1 receptive fields were investigated. Previous research indicates cholinergic modulation should be able to suppress an inhibitory region and enhance an excitatory region in the receptive fields [2]. Our model indicates it is unlikely that any one of these four mechanisms could produce these opposite changes to both excitatory and inhibitory regions. However, multiple mechanisms occurring simultaneously could produce the expected changes to the receptive fields in this model. We demonstrate that combining either presynaptic nAChR with presynaptic mAChR or presynaptic nAChR with postsynaptic nAChR is capable of producing changes to A1 receptive fields observed during rapid task-related plasticity.

This model tested four mechanisms by which cholinergic modulation may induce rapid task-related plasticity in A1. Cholinergic modulation could reproduce experimentally observed changes to A1 receptive fields when it was implemented using a combination of mechanisms. Two different combinations of cholinergic modulation were found to produce the expected changes in A1 receptive fields. Since the model predicts that these two different combinations of cholinergic modulation would have differential effects on the rate of neuronal firing, it will be possible to run experimental tests to distinguish between the two theoretic possibilities.

References


P70: Influence of anatomical connectivity and intrinsic dynamics in a connectome based neural mass model of TMS-evoked potentials

Speakers: John Griffiths, Neda Kaboodvand, John Griffiths

Perturbation via electromagnetic stimulation is a powerful way of probing neural systems to better understand their functional organization. One of the most widely used neurostimulation techniques in human neuroscience is transcranial magnetic stimulation (TMS) with concurrently recorded electroencephalography (EEG). The immediate EEG responses to single-pulse TMS stimulation, termed TMS-evoked potentials (TEPs), are spatiotemporal waveforms in EEG sensor- or source-space[1]. TEPs display several characteristic features, including i) rapid wave-like propagation away from the primary stimulation site, and ii) multiple volleys of recurrent activity, that continue for several hundred milliseconds following the stimulation pulse. These TEP patterns reflect reverberant activity in large-scale cortico- cortical and cortico-subcortical brain networks, and have been used to study neural excitability in a wide variety of research contexts, including sleep, anaesthesia, and coma[2]. There has been relatively little work done, however, on computational modelling of TEP waveform morphologies, and how these spatiotemporal patterns emerge from a combination of global brain network structure and local physiological characteristics. Here we present a novel connectome-based neural mass model of TEPs that accurately reproduces recordings across multiple subjects and stimulation sites. We employ a biophysical electric field model (using the simnibs[3] library) to identify the electrical field (‘E-field’) distribution over the cortical surface resulting from stimulation at a given TMS coil location and orientation, that is based on T1-weighted MRI-derived cortical geometry, and personalized to individual subjects. These TMS-induced E-field maps are then summed to yield a current injection pattern over regions in a canonical freesurfer-based brain parcellation. Whole-brain neural activity is modelled with a network of oscillatory (FitzHugh-Nagumo) units[4,5], coupled by anatomical connectivity weights derived from diffusion-weighted MRI tractography[6], and perturbed by a brief square-wave current injection weighted regionally by the cortical E-field map magnitudes.

Using this model we are able to accurately reproduce the typical radially propagating TEP patterns under a wide range of parameter values. For the later (150ms+) TEP components however, we find that it is necessary to modify the weight of cortico-thalamic and thalamo-cortical projections in the tractography-defined anatomical connectivity (see also [7]), which has the effect of promoting recurrent activity patterns. These results contribute important insights to our long-term objective of developing an accurate model of TEPs that can be used to guide the design and administration of TMS-EEG for excitability mapping in clinical contexts.
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**1. Introduction:**

Many efforts in the study of the brain have focused on representations of stimuli by neurons and learning thereof. Our work [1] demonstrates the potential of a novel learning paradigm for neuronal activity with high variability, where distributed information is embedded in the correlation patterns.

**2. Learning theory**

We derive a learning rule to train a network to perform an arbitrary operation on spatio-temporal covariances for time series. To illustrate our scheme we use the example of classification where the network is trained to perform an input-output mapping from given sets of input patterns to representative output patterns, one output per input group. This setup is the same as learning activity patterns for the classical perceptron [2], a central concept that has brought many fruitful theories in the fields of neural coding and learning in networks. For that reason, we refer to our classifier as “covariance perceptron”. Compared to the classical perceptron, a conceptual difference is that we base information on the co-fluctuations of the input time series that result in second-order statistics. In this way, robust information can be conveyed despite a high apparent variability in the activity. This approach is a radical change of perspective compared to classical approaches that typically transform time series into a succession of static patterns where fluctuations are noise. On the technical ground, our theory relies on the multivariate autoregressive (MAR) dynamics, for which we derive the weight update (a gradient descent) such that input covariance patterns are mapped to given objective output covariance patterns.

**3. Application to MNIST database**

To further explore its robustness, we apply the covariance perceptron to the recognition of objects that move in the visual field by a network of sensory (input) and downstream (output) neurons. We use the MNIST database of handwritten digits 0 to 4. As illustrated in Fig. 2, the traces “viewed” by an input neuron exhibit large variability across presentations. Because we want to identify both the digit identity and its moving direction, covariances of the input time series are necessary. We show that the proposed learning rule can successfully train the network to perform the classification task and robustly generalize to unseen data. In our work [1], we also show that the covariance perceptron favorably compares to the classical nonlinear perceptron in extracting second-order statistics.

**4. Towards distributed spike-based information processing**

We envisage future steps that transpose this work to information conveyed by high-orders in the spike trains, to obtain the supervised equivalent of spike-timing-dependent plasticity (STDP).

**References:**


Previous studies show that neurons in primary visual cortex (V1) exhibit contrast invariant tuning to the orientation of spatial grating stimuli [1]. Mathematically this is equivalent to saying that their response is a multiplicatively separable function of contrast and orientation.

Here we investigated the contrast dependence of V1 tuning to visual features in a more general framework. We used a data-driven modelling approach [2] to identify the spectrum of spatial features to which individual V1 neurons were sensitive, from our recordings of single unit responses in V1 to white (Gaussian) noise and natural scenes. For each cell we identified between 1 and 5 spatial feature dimensions to which the cell was sensitive (e.g. Fig. 1A, with 2 feature dimensions; feature 1 & 2 as labelled, with red showing bright and blue showing dark regions of the feature). The response of a neuron to its set of features was estimated from the data as the spike rate equal to a function of the individual feature-contrasts:_

\[ r = F(c_1, \ldots, c_K) \] (Eq. 1)

where \( c_1, \ldots, c_K \) are the contrast levels of a cell's spatial features, \( _1, \ldots, K \) embedded in any stimulus (e.g. Fig. 1B). These features spanned a subspace, giving a spectrum of interpolated features to which the cell was sensitive (Fig. 1A, examples labelled). The identity of these features varied along the angular polar coordinate in this subspace, which we term the feature-phase \( \phi \) (Fig. 1A, labelled). In this angular dimension, characteristics of the features, such as their spatial phase, orientation or spatial frequency, were found to vary continuously. In the radial coordinate, the contrast of these features varied, \( c=||(c_1, \ldots, c_K)|| \) (Fig. 1A, labelled).

We found that the neural response above the spontaneous rate, \( r_0 \), was well approximated by a multiplicatively separable function of the feature-contrast and feature-phase (Fig. 1C):

\[ r = f_c(c) f_\phi(\phi) + r_0 \] (Eq. 2)

To quantify the accuracy of this approximation, we calculated a relative error between the original and separable forms of the feature-contrast response function (i.e. Eq. (1) & (2)). This relative error varied between 2% and 18% across the cell population, with a mean of 6%. This indicates that for most cells, the separable form of the feature-contrast response function was a good approximation.

This result may be interpreted as demonstrating a form of contrast invariant tuning to feature-phase in V1. This tuning to feature-phase is given by the function \( f_\phi(\phi) \) (Fig. 1E), and the contrast response function is given by \( f_c(c) \) (Fig. 1D). As several feature characteristics such as spatial phase, orientation or spatial frequency covary with feature-phase, this also leads to contrast invariant tuning under covariation in these characteristics as feature-phase varies.

**Acknowledgements** The authors acknowledge the support the Australian Research Council Centre of Excellence for Integrative Brain function (CE140100007), the National Health and Medical Research Council (GNT1106390), and Lions Club of Victoria.
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8:00pm – 9:00pm

**P82: Contrast invariant tuning in primary visual cortex**

*Speakers: Hamish Meffin*

Hamish Meffin, Ali Almasi, Michael R Ibbotson
8:00pm – 9:00pm  

**P86: Studying neural mechanisms in recurrent neural network trained for multitasking depending on a context signal.**  
*Speakers: Cecilia Jarne*

Cecilia Jarne

---

Most biological brains, as well as artificial neural networks, are capable of performing multiple tasks **[1]**. The mechanisms through which simultaneous tasks are performed by the same set of units are not yet entirely clear. Such systems can be modular or mixed selective through some variable such as sensory stimulus **[2,3]**. Based on simple tasks studied in our previous work **[4]**, where tasks consist of the processing of temporal stimuli, we build and analyze a simple model that can perform multiple tasks using a contextual signal. We study various properties of our trained recurrent networks, as well as the response of the network to the damage done in connectivity. In this way we are trying to illuminate those mechanisms similar to those that could occur in biological brains associated with multiple tasks.


**4)** C. Jarne, R. Laje. A detailed study of recurrent neural networks used to model tasks in the cerebral cortex. [https://128.84.21.199/abs/1906.01094v2](https://128.84.21.199/abs/1906.01094v2)

---

8:00pm – 9:00pm  

**P8: Average beta burst duration profiles provide a signature of dynamical changes between the ON and OFF medication states in Parkinson’s disease**  
*Speakers: Benoit Duchet*

Benoit Duchet, Rafal Bogacz, Filippo Ghezzi, Gihan Weerasinghe, Gerd Tinkhauser, Peter Brown, Christian Bick

Parkinson's disease motor symptoms are associated with an increase in subthalamic nucleus beta band oscillatory power. However, these oscillations are phasic, and a growing body of evidence suggests that beta burst duration may be of critical importance to motor symptoms, making insights into the dynamics of beta bursting generation valuable. In this study, we ask the question "Can average burst duration reveal how dynamics change between the ON and OFF medication states?". Our analysis of local field potentials from the subthalamic nucleus demonstrates using linear surrogates that the system generating beta oscillations acts in a more non-linear regime OFF medications and that the change in the degree of non-linearity is correlated with motor impairment. We further narrow-down dynamical changes responsible for changes in temporal patterning of beta oscillations between medication states by fitting to data biologically inspired models, and simpler models of the beta envelope (Fig 1). Finally, we show that the non-linearity can be directly extracted from average burst duration profiles under the assumption of constant noise in envelope models, revealing that average burst duration profiles provide a window into burst dynamics, which may underlie the success of burst duration as a biomarker. In summary, we have demonstrated a relationship between average burst duration profiles, dynamics of the system generating beta oscillations, and motor impairment, which puts us in a better position to understand the pathology and improve therapies.
We present a novel Bayesian method for identifying the change of dynamic network structure in working memory task fMRI data via model fitness assessment. Specifically, we detect dynamic community structure change-point(s) based on overlapped sliding window applied to multivariate time series. We use the weighted stochastic block model to quantify the likelihood of a network configuration, and develop a novel scoring criterion that we call posterior predictive discrepancy by evaluating the goodness of fit between model and observations within the sliding window. The parameters for this model include latent label vector assigning network nodes to interacting communities, and the block model parameter determining the weighted connectivity within and between communities. The GLM analyses were conducted in both subject level and group level and the contrast between 2-back, 0-back and baseline were used to localise the regions of interest in task fMRI data. The working memory task fMRI data in the HCP were pre-processed and GLM analyses were applied. With the extracted time series of regions of interest, we propose to use the Gaussian latent block model [1], also known as the weighted stochastic block model (WSBM), to quantify the likelihood of a network and Gibbs sampling to sample a posterior distribution derived from this model. The Gibbs sampling approach we adopt is based on the work of [1, 2] for finite mixture models. The proposed model fitness procedure draws parameters from the posterior distribution and uses them to generate a replicated adjacency matrix; then calculates a disagreement matrix to quantify the difference between the replicated adjacency matrix and realised adjacency matrix. For the evaluation of the model fitness, we define a parameter-dependent statistic called the posterior predictive discrepancy (PPD) by averaging the disagreement matrix. Then we compute the cumulative discrepancy energy (CDE) from PPD by applying another sliding window for smoothing and use CDE as a score criterion for change point detection. The CDE increases when change points are contained within the window, and can thus be used to assess whether a statistically significant change point exists within a period of time. We first applied the algorithm to the synthetic data simulated from the Multivariate Gaussian distribution for validation. We visualise the Gibbs iteration of sampled latent labels and the histogram of the block parameters reflecting the characterisation of the connectivity within and between communities. We then demonstrated the performance of the change point detection with different window sizes. In real working memory task fMRI data analyses, the fixed effects analyses are conducted to estimate the average effect size across runs within subjects at the subject level. At group level, the mixed effects analyses are conducted, where the subject effect size is considered to be random. In this work, we mainly focus on the memory load contrast (2-back vs 0-back, 2-back vs baseline, or 0-back vs baseline).
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P9: Introducing EBRAINS: European infrastructure for brain research

Speakers: Wouter Klijn, Sandra Diaz, Sebastian Spreizer, Thomas Lippert, Spiros Athanasiou, Yannis Ioannidis, Abigail Morrison, Evdokia Mailli, Katrin Amunts, Jan Bjaalie

The Human Brain Project (HBP), the ICT-based Flagship project of the EU, is developing EBRAINS - a research infrastructure providing tools and services which can be used to address challenges in brain research and brain-inspired technology development. EBRAINS will allow the creation of the necessary synergy between different national efforts to address one of the most challenging targets of research. This presentation will illustrate the services of the EBRAINS infrastructure with three use cases spanning the immensely diverse neuroscience field: The first case is about Viktoria, a researcher who received a grant to investigate the distribution of interneuron types in the cortex and their activity under specific conditions. She needs a place to store, publish and share the data collected to add to the body of knowledge on the human brain. She contacts the HBP service desk and her case is forwarded to the data curation team, a part of the EBRAINS High Level Support Team. The data curators provide data management support and help make her data FAIR by registering it in the Knowledge Graph [1] and the Brain Atlas [2]. Her data is stored for 10 years, given a DOI to allow citations, and can be used by tools integrated in EBRAINS.

The second case is about Johanna, who has developed a software package for the analysis of iEEG data and now wants this tool to be used by as many researchers as possible. She contacts the HBP service desk and is put in contact with the EBRAINS technical coordination team. A co-design process is started together with the co-simulation framework developers, and her software is integrated into the simulation and analysis framework. After integration, Johanna’s tool can now be used with experimental data as well as to simulated iEEG data. Her tool is integrated into the operations framework of EBRAINS and is easily deployed on the HPC resources available through EBRAINS.

The third use case is about Jim, a neuroscience professor with a strong focus on teaching. After learning about the HBP he explores the EBRAINS website and discovers the wide range of educational tools available. NEST Desktop [3], for instance, is a web accessible interface for spiking neuron networks. It allows the creation of a complete simulation with less than 10 mouse clicks, without the need to install any software. The output of the simulation can be then ported to Jupyter notebooks hosted on the EBRAINS’ systems to perform additional analysis. The functionality is accompanied with online MOOCs and detailed documentation to provide him with enough material to fill multiple courses on neuroscience. With the EBRAINS infrastructure the HBP is delivering a set of tools and services in support of all aspects of neuroscience research. Get more information at: www.ebrains.eu or email the service desk at: support@ebrains.eu
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Neurons of a specific type have intrinsic variety in their electrophysiological properties. Intracellular parameters, such as ion channel conductances and kinetics, also have high variability within a neuron type, yet reliable functions emerge from a wide variety of parameter combinations. Recordings of electrophysiological properties from populations of neurons under different experimental conditions or perturbations produce sub-groups that form “electrophysiological phenotypes”. For example, different properties may derive from wild-type vs. disease model animals or may change across multiple age groups [1].

Populations of neuron models can represent a neuron type by varying parameter sets, each able to produce the outputs of a recording, and all spanning the ranges of recorded features. We previously generated model populations using evolutionary search with an error function that combines soft-thresholding with a crowdedness penalty in feature space, allowing coverage of the empirical range of features with models. The technique was used to generate a population of dopamine neuron (DA) models, which captured the majority of empirical features, generalized to perturbations, and revealed sets of coefficients predicted to reliably modulate activity [2]. We also used this technique to construct striatal medium spiny neuron (MSN) model populations, which recapitulated the effects of extracellular potassium changes [3] and captured differences in electrophysiological phenotype between MSNs from wild-type mice and from the Q175 model of Huntington’s disease. Our approach becomes prohibitively computationally expensive, however, when we seek to produce multiple populations that represent many phenotypes from across a spectrum. For example, to recreate the non-linear developmental trajectory observed across postnatal development of DAs [1] we would need to perform multiple optimizations.

Here we demonstrate the construction of model surrogates that map model parameters to features spanning the range of multiple electrophysiological phenotypes. We sampled from parameter space and simulated models to create a surrogate training set. Using our evolutionary search as prior knowledge of our parameter space enabled a dense sampling in regions of the high-dimensional model parameter space that were likely to produce valid features. We trained a deep neural network with our datasets, producing a surrogate for our model that maps parameter set distributions to output feature distributions. This can be used in place of the neuron model for model sampling, allowing rapid construction of populations of models that match different distributions of features from across multiple phenotypes. We demonstrate this approach using DA developmental age groups and MSN disease progression states as targets, facilitating a mechanistic understanding of parameter modulations that generate differences in phenotypes.
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Holographic microscopy allows one to measure subtle volume changes of cells submitted to challenges such as an osmotic shock or sudden increase in extracellular potassium. Interpreting volumetric data however remains a challenge. Specifically, relating the amplitude of volume changes to the biophysical properties of cells such as passive permeability to water or the rate of water transport by cation chloride cotransporter is a difficult but important task. Indeed, mechanisms of volume regulation are key for cell resilience and survival. Experimentally, the second author measured the volume response as well as the change in sodium concentration of astrocytes submitted to bath applied: hypo-osmotic solutions, solutions with high potassium concentration or solutions containing glutamate. Overall, he measured the time course of the response of over 2000 astrocytes. In order to interpret this rich data, we developed a mathematical model based on our biophysical knowledge of astrocytes. This model relates on the one hand the experimental perturbations of the extracellular medium and on the other the properties of the cell such as its various conductances or strengths of transporters to its responses in terms of volume change, changes in ionic concentrations and in membrane potential. Determining the biophysical properties of cells thus boils down to a problem of model calibration. This presentation is mainly focused on the work of the first author who designed and implemented a gradient-based optimization algorithm, to estimate model parameters and find the values of the parameters which best explain the data coming from distinct modalities and astrocytes.

A first computational challenge is to combine data from different modalities. In some experiments, the sodium response is measured while in others, the volume response is inferred from phase measurements. We also take advantage of the fact that expert knowledge provides information on variables which are not measured. For example, even if membrane potential is not measured, we impose that it is between -100 mV and -50 mV at equilibrium. Combining these different information sources translate into a complex loss function. Furthermore, using a priori knowledge on the value of parameters, we developed a Bayesian approach. Another challenge comes from the fact that different measurements come from different cells. Our goal is thus not to infer a single set of parameters but rather to infer how biophysical parameters are distributed within the population of cells. This was achieved by using a Tikhonov approach which penalizes parameter values laying far from the average of the distribution.

With our algorithm, we were able to infer the strength of the sodium potassium ATPase pump in each cell with a good precision. This could be useful in identifying cells which are more vulnerable. Parameters related to water transport such the passive membrane permeability to water or the rate of water transport through cation chloride cotransporters are elusive and cannot be determined by conventional methods. Our inference algorithms provided information on these values. Finally, our algorithm is flexible enough to adapt rapidly to take advantage of new experiment type or new data modality.
The role of astroglia has long been overlooked in the field of computational neuroscience. Lately their involvement in multiple higher-level brain functions, including neurotransmission, plasticity, memory, and neurological disorders, has been found to be more significant than previously thought. It has been hypothesised that astrocytes fundamentally affect the information processing power of the mammalian brain. As the glia to neuron ratio increases when moving from simpler organisms to those more complex, it is clear that more attention should be directed to glial involvement. Despite the recent advances in neuroglial research there still exists a lack of glia-specific computational tools. Astroglia differ considerably from neurons in their morphology as well as their biophysical functions [1], making it difficult to acquire reliable simulation results with simulators made for studying neuronal behaviour. As the differences in cellular dynamics of astrocytes compared to those of neurons are significant, there clearly exists a need for tailored methods for simulating the behaviour of glial cells.

One such astrocyte specific simulator has been developed [2]. In simulations ASTRO uses MATLAB and NEURON environments [3] and is capable of representing various biologically relevant astroglial mechanisms such as calcium waves and diffusion. In this work we used ASTRO to simulate several astrocytic functions with the help of existing in vivo morphologies from various brain areas. We concentrated on calcium transients, as calcium-mediated signaling is thought to be the main mechanism of intra- and intercellular messaging between astroglia and other neural cell types. The time-scales of these calcium-mediated events have recently been shown to differ considerably in different spatial locations of astrocytes. We were able to reproduce these results in silico by simulating a morphologically detailed computational model that we developed based on previous work [4,5]. This was partly due to ASTRO’s capability to analyse the microscopic calcium dynamics in fine processes, branches and leaves.

With our model ASTRO proved to be a promising tool in simulating astrocytic functions and could potentially offer novel insights to glia-neuron interactions also in future work.

Acknowledgements: The work was supported by Academy of Finland through grants (297893, 326494, 326495) and the European Union’s Horizon 2020 Framework Programme for Research and Innovation under the Specific Grant Agreement No. 785907 (Human Brain Project SGA2).
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In isolated neural systems devoid of external stimuli, the exchange between neuronal, synaptic and putatively also glial mechanisms gives rise to spontaneous self-sustained synchronous activity. This phenomenon has been extensively documented in dissociated cortical cultures in vitro that are routinely used to study neural mechanisms in health and disease. We examine these mechanisms using a new data-driven computational modeling approach. The approach integrates standard spiking network models, non-standard glial mechanisms and network-level experimental data.

The experimental data represents spontaneous activity in dissociated rat cortical cultures recorded using microelectrode arrays. The recordings were performed under several experimental protocols that involved pharmacological manipulation of network activity. Under each protocol the activity exhibited characteristic network bursts, the short intervals (100ms to 1s) of intensive network-wide spiking interleaved by longer (~10s) periods of sparse uncorrelated spikes. The data was analysed to extract, among other properties, duration, intensity and frequency of burst events [1].

The computational model incorporates fast burst propagation and decay mechanisms, as well as the slower burst initiation mechanisms. We first constructed the fast part of the model as a generic spiking neuronal network and optimized it to the experimental data describing intra-burst properties. We developed a model fitting routine relying on multi-objective optimization [2]. The optimized ‘fast’ model was then extended with a selected astrocytic mechanism operating on a similar time-scale as the network burst initiation [3]. Typically, the burst initiation is attributed to a combination of noisy inputs and the dynamics of neuronal (and synaptic) adaptation currents. While noise provides necessary depolarization of cell membrane the adaptation currents prohibit fast initiation of the next burst event. The noise might account for the randomness in ion channel opening and closing, the spontaneous synaptic release and other sources of randomness. The adaptation accounts for the kinetics of various ion channels. We explore the role of a non-standard deterministic mechanism introduced through slow inward current from astrocytes to neurons.

We demonstrate that the fast neuronal part of the model successfully reproduces intra-burst dynamics, including the duration and intensity of network bursts. The model is flexible enough to account for several experimental conditions. Coupled to the slower astrocyte-neuron interaction mechanism the system becomes capable of generating bursts with the frequency proportional to the one seen in vitro.


Acknowledgements: This research has received funding from the European Union’s Horizon 2020 Framework Programme for Research and Innovation under the Specific Grant Agreement No. 785907 (Human Brain Project SGA2). The funding has also been received from the Academy of Finland through grants No. 297893, 326494, 326495.
Electroencephalography is a neuroimaging technique that works by monitoring electrical activity in the brain. Electrodes are placed on the scalp and local changes in voltage are measured over time to produce a collection of time series known as electroencephalograms (EEGs). Traditional signal processing metrics, such as power spectral densities (PSDs), are generally used to analyze EEG since frequency content of EEG is associated with different brain states. Conventionally, PSD estimates are obtained via discrete Fourier transforms. While this method effectively detects low-frequency components because of their high powers, high-frequency activity may go unnoticed because of its relatively weaker power. We employ a topological Bayesian approach that successfully captures even these low-power, high-frequency components of EEG.

Topological data analysis encompasses a broad set of techniques that investigate the shape of data. One of the predominant tools in topological data analysis is persistent homology, which creates topological descriptors called persistence diagrams from datasets. In particular, persistent homology offers a novel technique for time series analysis. To motivate our use of persistent homology to study frequency content of signals, we establish explicit links between features of persistence diagrams, like cardinality and spatial distributions of points, to those of the Fourier series of deterministic signals, specifically the location of peaks and their relative powers. The topological Bayesian approach allows for quantification of these cardinality and spatial distributions by modelling persistence diagrams as marked Poisson point processes.

We test our Bayesian topological method to classify synthetic EEG. We employ three common classifiers: linear regression and support vector machines with linear and radial kernels, respectively. We simulate synthetic EEG with an autoregressive (AR) model, which works by recasting a standard AR model as linearly filtered white noise, enabling straightforward computation of PSDs. The AR model allows us to control the location and width of peaks in PSDs. With this model in hand, we create five classes of signals with peaks in their PSDs at zero to simulate the approximate 1/f behavior of EEG PSDs, four of which also have oscillatory components at 6 Hz (theta), 10 Hz (alpha), 14 Hz (low beta), and 21 Hz (high beta); the fifth class (null) lacks any such component. We repeat this process for two different widths of peaks, narrow (4 Hz) and wide (32 Hz). With data in hand, we extract features using periodograms, persistence diagrams, and our Bayesian topological method, then independently use these features in classification for the wide and narrow width cases. Preliminarily, while both the Bayesian topological method and periodogram features obtain near perfect for the narrow peak case, the Bayesian topological method outperforms the periodogram features over all tested classifiers in the wide peak case.
A key feature in electroencephalograms (EEG) is the existence of distinct oscillatory components – theta (4-7 Hz), alpha (8-13 Hz), beta (14-30 Hz), and gamma (40-100 Hz). Cross frequency coupling has been observed between these frequency bands in both the local field potential (LFP) and electroencephalogram (EEG). While the association between activity in distinct oscillatory frequencies and important brain functions is well established, the functional role of Cross frequency coupling is poorly characterized, but has been hypothesized to underlie cortical functions like working memory, learning, and computation [1,2]. The most common form of cross-frequency coupling observed in brain activity recordings is the modulation of the amplitude of a higher frequency oscillation by the phase of a lower frequency oscillation, a phenomenon known as phase-amplitude coupling (PAC). We present a method for detecting PAC in signals that avoids some pitfalls in existing methods and combines techniques developed in the field of topological data analysis (TDA). When analyzing data using TDA, an object called a persistence diagram (Fig.1d), is commonly constructed. In the case of time series the persistence diagram that is generated represents compactly all the peaks and valleys that occur in the signal. We inspect the persistence diagrams to detect the presence of phase-amplitude coupling using the intuition that PAC will impart asymmetry to the upper and lower segments of the diagram. This representation of the data has the advantage that it does not require the choice of Fourier analysis parameters, binning sizes, and phase estimations that are necessary in current methods [3]. We test the performance of our metric on two kinds of synthetic signals (Fig.1a), the first is a phenomenological model with varying levels of phase-amplitude coupling [4] as defined by the Kullback-Liebler divergence from the uniform case of signals with no PAC (Fig.1b-c). The second is from simulated single cell neuronal data based on a layer 5 pyramidal cell [5,6]. Finally, we benchmark this method against methods explored previously in EEG data recorded from human subjects. 1. VanRullen R, Koch C. Is perception discrete or continuous? Trends Cogn Sci. 2003, 7(5), 207-213. 2. Canolty RT, Knight RT. The functional role of cross-frequency coupling. Trends Cogn Sci. 2010, 14(11), 507-515. 3. Cohen MX. Assessing transient cross-frequency coupling in EEG data. J Neurosci Meth. 2008, 168, 494-499. 4. Tort ABL, Komorowski R, Eichenbaum H, Kopell N. Measuring Phase-Amplitude Coupling Between Neural Oscillations of Different Frequencies. J Neurophysiol. 2010, 104, 1195-210. 5. Felton MA Jr, Yu AB, Boothe DL, Oie KS, Franaszczuk PJ. Resonance Analysis as a Tool for Characterizing Functional Division of Layer 5 Pyramidal Neurons. Front Comput Neurosci 2018, May 3. 6. Traub RD, Contreras D, Cunningham MO, et al. Single-column thalamocortical network model exhibiting gamma oscillations, sleep spindles, and epileptogenic bursts. J Neurophysiol, 2005, 93(4), 2194-232.
The brain continuously processes sensory information from multiple modalities, giving rise to internal representations of the outside world. If and how the information from multiple modalities is being integrated has extensively been investigated over the past years, leading to more insight in multisensory integration (MSI) and its underlying mechanisms [1]. However, the different experimental paradigms used to investigate MSI involve different cognitive resources and situational demands. In this study, we investigated how different experimental paradigms of MSI reflect on behavior output and in their corresponding neural activity patterns. We did so by designing a recurrent neural network (RNN) with the biological plausible feature of differentiating between excitatory and inhibitory units [2]. For each of the three multisensory processing tasks considered [3, 4], an RNN was optimized to perform the tasks with similar performance as found in animals. Network models trained on different experimental paradigms showed significant distinct selectivity and connectivity patterns. Selectivity for both modality and choice was found in network models that were trained on the paradigm that involved higher cognitive resources. Network models trained on paradigms that involve more bottom-up processes mostly experienced choice selectivity. Increasing the level of network noise in network models that at first did not experience modality selectivity led to an increase in modality selectivity. We propose that a higher range of selectivity arises when a task is more demanding, either due to higher network noise (which makes the task harder for the animal) or a more difficult experimental paradigm. The higher range of selectivity is thought to improve the flexibility of the network model, which could be a necessity for the network models to achieve good performance, and the resulting neural heterogeneity could be used for more general information processing strategies [5, 6].
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A fundamental ingredient for perception is the integration of information from different sensory modalities. This process, known as multisensory integration (MSI), has been studied extensively using animal and computational models [1]. It is not yet clear, however, how different brain areas contribute to MSI, and identifying relevant areas remains challenging. Part of the reason is that simultaneous electrophysiological recordings from different brain areas has developed only recently [2], and the intensity, noise profile and delay responses are diverse for different sensory signals [1]. Furthermore, computational models have traditionally focused only on a few areas, a limitation imposed by the lack of reliable anatomical data on brain networks.

We present here a theoretical and computational study of the mechanisms underlying MSI in the mouse brain, by constraining our model with a recently acquired anatomical brain connectivity dataset [3]. Our simulations of the resulting large-scale cortical network reveal the existence of a hierarchy of crossmodal excitability properties, with areas at the top of the hierarchy being the best candidates for integrating information from multiple modalities. Furthermore, our model predicts that the position of a given area in such hierarchy is highly fluid and depends on the strength of the sensory input received by the network. For example, we observe that the particular set of areas integrating visuotactile stimuli changes depending on the level of visual contrast. By simulating a simplified network model and developing its corresponding mean-field approximation, we determine that the origin of such hierarchical dynamics is the structural heterogeneity of the network, which is a salient property of cortical networks [3, 4]. Finally, we extend our results to macaque cortical networks [5] to show that the hierarchy of crossmodal excitability is also present in other mammals, and we characterize how frequency-specific interactions are affected by hierarchical dynamics and define functional connectivity [6]. Our work provides a compelling explanation as of why is it not possible to identify unique MSI areas even for a well-defined multisensory task, and suggests that MSI circuits are highly context-dependent.
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It is widely accepted that humans have limited cognitive resources and that these finite resources impose restrictions on what the brain can compute. Although endowed with limited computational power, humans are still presented daily with decisions that require solving complex problems. This raises a tension between computational capacity and the computational requirements of solving a problem. In order to understand how hardness of problems affect problem-solving ability we propose a measure to quantify the difficulty of problems for humans. For this we make use of computational complexity theory, a widely studied theory used to quantify the hardness of problems for electronic computers. It has been proposed that computational complexity theory can be applied to humans, but it remains an open empirical question whether this is the case.

We study how difficulty of problems affects decision quality in complex problems by studying a measure of expected difficulty over random instances (i.e. random cases) of a problem. This measure, which we refer to as instance complexity (IC), quantifies the expected hardness of a decision problems; that is, problems that have a yes/no answer. More specifically, this measure captures how constrained the problem is, based on a small number of features of the instance. Overall, IC has three main advantages. Firstly, it is a well-studied measure that has been proven to be applicable to a large range of problems for electronic computers. Secondly, it allows calculation of expected hardness of a problem ex-ante, that is, before solving the problem. And lastly, it captures complexity that is independent of a particular algorithm or model of computation. Thus, it is considered to characterize the inherent computational complexity of random instances, which is independent of the system solving it.

In this study we test whether IC is a generalizable measure, for humans, of the expected hardness of solving a problem. For this purpose, we ran a set of experiments in which human participants solved a set of instances of one of three widely studied NP-Complete problems, namely the Traveling Salesperson, the Knapsack Problem or Boolean Satisfiability. Instances varied in their IC. We show that participants expended more effort on instances with higher IC, but that decision quality was lower in those instances. Together, our results suggest that IC can be used to measure the expected computational requirements of solving random instances of a problem, based on an instance’s features.

The findings of this study speak to the broader question of whether there is a link between the computation model in humans and electronic computers. Specifically, this study gives evidence that the average hardness of random instances can be characterized via the same set of parameters for both computing systems. This provides support that computational complexity theory applies to humans. Moreover, we argue that decision-makers could use IC to estimate the expected costs of performing a task. One reason is that the estimation of IC can be done without having to solve the problem. Furthermore, the results of this study suggest that IC captures the hardness of a random instance. Most importantly, our findings suggest that people modulate their effort according to IC. Altogether, this generates future avenues for research, based on IC, that could shed light into the cognitive resource allocation process in the brain.
We used the NEURON simulator with NetPyNE to develop a biophysically-detailed model of the macaque auditory thalamocortical system. We simulated a cortical column with a cortical depth of 2000um and 200um diameter, containing over 12k neurons and 30M synapses. Neuron densities, laminar locations, classes, morphology and biophysics, and connectivity at the long-range, local and dendritic scale were derived from published experimental data. We used the model to investigate the mechanisms and function of neuronal oscillatory patterns observed in the auditory system in electrophysiological data recorded simultaneously from nonhuman primate primary auditory cortex (A1) and the medial geniculate body (MGB), while the awake subjects were presented with different classes of auditory stimuli, including speech.

The model A1 includes 6 cortical layers and multiple populations of neurons consisting of 4 excitatory (intratelencephalic (IT), spiny stellate (ITS), pyramidal-tract (PT), and corticothalamic (CT)), and 4 inhibitory types (somatostatin (SOM), parvalbumin (PV), vasoactive intestinal peptide (VIP), and neurogliaform (NGF)). Cells were distributed across layer 2-6, except NGF cells which were also included in L1, as these have been identified as important targets of the thalamic matrix. The A1 model was reciprocally connected to the thalamic model to mimic anatomically verified connectivity. The thalamic model included the medial geniculate body (MGB) and the thalamic reticular nucleus (TRN). MGB includes core and matrix populations of thalamocortical (TC) neurons with distinct projection patterns to different layers of A1, and thalamic interneurons (TI) projecting locally. TRN included thalamic reticular neurons (RE) primarily inhibiting MGB.

Thalamocortical neurons were driven by artificial spike generators simulating background inputs from non-modeled brain regions. Auditory stimulus related inputs were simulated using phenomenological models of the cochlear auditory nerve and the inferior colliculus (IC) that captured the main physiological transformations occurring in these regions. The output of the IC model was then used to drive the thalamocortical populations. This allowed us to provide any arbitrary sound as input to the model, including those used during our macaque in vivo experiments, thus facilitating matching model to data.

We used evolutionary algorithms to tune the network to generate experimentally-constrained firing rates for each of the 42 neural populations. We tuned 12 high-level connectivity parameters, including background input and E->E, E->I, I->E, I->I weight gains, within parameter value ranges constrained biologically. Each simulated second required approximately 1 hour on 96 supercomputer cores. For the evolutionary optimization we ran 100 simultaneous simulations (9,600 cores) every generation. To the best of our knowledge, this is the first time evolutionary optimization has been successfully used for large-scale biophysically-detailed network models.

We will use our model to determine mechanistic origins of spatiotemporal neuronal oscillatory patterns observed in vivo using an iterative modeling data-analysis process. At the end of the process, to confirm model predictions, we will use targeted deep brain electrical microstimulation and pharmacological manipulations.
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In the primate brain, the neurons that selectively respond to faces are observed and considered as the basis of face recognition [1]. Although such face-selective neurons are observed in infant animals [2], the origin of face-selectivity is still under debate, because conflicting findings have raised questions whether this neuronal selectivity can arise spontaneously [3], or requires training from visual experience [2]. Here, we show that face-selective neurons can spontaneously arise in untrained deep neural networks (DNN), together with the previous notion that DNN could be considered as a visual cortex model that can perform human-level visual function and predict neuronal responses.

Using biologically-inspired neural networks, AlexNet, we measured responses of the last convolutional layer to the image sets of face and 15 non-face classes. We found that face-selective neurons arise in untrained AlexNet with randomly permuted weights, where the face-selective neuron was defined as a neuron that showed a significantly higher response to face images compared to non-face images. To qualitatively examine the feature-selective response of these face-selective neurons, we reconstructed the preferred feature images of individual neurons using the reverse correlation method. We found face-components, such as eyes, nose, and mouth, in preferred feature images of face-selective neurons whereas no noticeable shape was found in neurons with no selectivity. Next, to test whether the selective response of these neurons could provide sufficient information to classify a face from other objects, we trained a support vector machine (SVM) to classify whether the given image was a face using neural responses of the untrained network. As a result, the SVM trained with only face-selective neurons shows significantly better performance than that trained with neurons with no selectivity. Next, to examine whether the face-selective neurons show view-point invariant characteristics observed in monkeys, we measured the responses of the permuted AlexNet while face images from five different angles were provided to the network. Surprisingly, the face-selective neurons in the network show viewpoint invariant responses and their level of invariance increased along the network hierarchy in the permuted AlexNet, similar to that in monkey IT. Lastly, to examine the origin of face-selectivity in untrained neural networks, we implemented a randomly initialized network where values in each weight kernel were randomly drawn from a weight distribution of the pre-trained AlexNet. We found that the number of face-selective neurons abruptly decreases when the weight variation is reduced to 52% of that in the pre-trained network. These results suggest that statistical variation present in the random feedforward projections could solely drive the emergence of innate face-selective neurons in the visual system. Overall, our findings provide insight into the origin of cognitive functions in both artificial and biological neural networks.
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Number sense is an ability to estimate number of visual items (numerosity) without counting, which is observed in newborn animals of various species. In single-neuron recordings in numerically naïve monkeys, it was observed that individual neurons can respond selectively to the numerosity [1]. This suggests that number-selective neurons spontaneously arise for a foundation of innate number sense, but it remains unclear how these neurons originate in the absence of learning. Here, using a deep neural network (DNN) designed from the structure of a visual pathway (AlexNet), we show that number tuning of network units can spontaneously arise in untrained networks, even in the absence of any learning. To devise an untrained network, we randomly permuted the weights of filters in each convolutional layer of the pre-trained AlexNet and examined the response to images of dot patterns representing numbers from 1 to 30. For stimuli, we used three different sets to ensure invariance of the number tuning for certain geometric factors (stimulus size, density, and area). A network unit was considered to be number-selective if its response significantly changes across the numerosity (p < 0.01, two-way ANOVA) but there is no significant effect for the stimulus set or interaction between two factors (p > 0.01). Importantly, number-selective units were observed in the permuted AlexNet (9.58% of units in the last convolutional layer), even though the network was never trained for any task after being permuted. Observed number-selective units followed the Weber-Fechner law observed in the brain, where the width of the tuning curves increases proportionally in the numerosity. We also showed that these units enable the network to perform a number discrimination task, by training a support vector machine (SVM) to compare numerosities in two different images using the response of number-selective units. Next, to explain how number-selective units emerge in permuted networks, we hypothesized that the number tuning to various numerosities can be initiated from the monotonic unit activities in the earlier layer, the response of which monotonically decreases or increases as the given numerosity increases. To test this idea, we performed a model simulation for the randomly weighed summation of tuning curves of increasing and decreasing activities and confirmed that tuning to all the tested numerosities was successfully generated. Notably, the curve tuned to smaller numbers was generated by the summation of strongly weighted decreasing activities and weakly weighted increasing activities. As expected, in the permuted AlexNet, we observed that number-selective units tuned to smaller numbers receive strong inputs from the decreasing units and vice versa. These results suggest that number-tuned neurons may spontaneously arise from the statistical variation of feedforward projections in the visual pathway during the early development stage. This finding provides new insights into the origin of cognitive functions in biological brains, as well as in artificial neural networks.
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P154: Rhythmic eye movement predicts active perception of ambiguous visual stimulus
Speakers: Woochul Choi, Hyeonsu Lee, Se-Bum Paik

When an ambiguous sensory stimulus is given, our brain often actively interprets the given stimulus to dissolve ambiguity. A particular example is the condition of “bistable perception” where a given stimulus can be interpreted as two different states: Under this ambiguity, our perception alternates between two possible interpretations quasi-periodically with switching frequency varying across individuals. This characteristic dynamics of bistable perception is thought to reveal how the brain recognizes incomplete visual signals to lead to a perceptual decision, and a number of studies have been performed to investigate the mechanism of its rhythmic perceptual alternation. However, understanding the dynamics of bistable perception has proved elusive, as it is a complicated process involving interrelated cognitive and motor processes even including top-down intention and eye movements. Recent studies reported that specific eye movement occurs during bistable perception [1], but it is still not known whether eye movements can actively induce perceptual decision, or they are just accompanied after the decision. Here, we show that eye movement may not solely induce perceptual behavior, but the eye movement patterns reflect the perceptual decisions for interpretation of ambiguous stimuli. We performed a human psychophysic experiment with simultaneous eye-tracking, using three bistable stimuli — racetrack, rotating cylinder, and Necker cube. We found that eye gaze slowly oscillates with 5-10s intervals, the period of which was positively correlated to the frequency of perceptual switch. In addition, we found that eye gaze movements were observed in the opposite directions before two different perceptual decisions are made. The preceding eye gaze can thus predict the perceptual decision with ~90% accuracy. We also found that the frequency of the saccadic eye movement during free viewing, which does not require any active interpretation, was correlated with the period of perceptual switch, implying that dynamics of eye movement reflects the characteristic of bistable perception. Next, to isolate the effect of eye movement from intention, we first asked the subjects to have a strong intention to switch (or stay) their perceived state during experiments. With such manipulations, we found that both perceptual decision and eye movements were significantly altered, compared to the case of non-intended trials. We then controlled visual stimuli so that the subject’s eye movement follows the traces of intention-controlled trials, without actual intention to change their behavior. Under this condition, even though subjects’ eye movements mimic those of the intended trial, perceptual decisions were not significantly biased. This suggests that eye movements alone cannot bias perceptual behavior in bistable perception. Taken together, the results suggest that 1) rhythmic eye movement correlates with active visual perception, 2) preceding eye gaze trajectory predicts individual decision but 3) eye movement may not solely induce perceptual decision. These results collectively suggest a relationship between eye movement control, top-down intention, and active perception.
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P161: Less is more: a new computational approach for analyzing EEG for brain computer interface applications
Speakers: Farhad Goodarzy, Andisheh Partovi

Brain computer interfaces (BCI) are amongst the exhilarating applications of computational neuroscience and have been increasingly the focus of research around the world. Currently, abundant effort in BCI research is devoted to offline analysis of recorded data to achieve higher accuracies in decoding [1]. Although this has led to the development of new methods and algorithms, the problem of online decoding of subject intentions remains a challenging one [2]. One of the restrictive steps of BCI design is the need for complex preprocessing steps required to extract features from the recorded signals to be used by the classifiers to distinguish intentions of the subject [1]. The other hindering factor is the variability of the recorded signals. EEG recordings use between 20-128 electrodes at sampling rates of 250 up to 1KHz for BCI applications. This data is recorded from the whole brain and in/between subject(s) variability intensifies the problem even further. This problem is currently mitigated through manual and careful feature engineering steps and tweaking of classifier parameters.

We are proposing to reduce the complexity of the architecture by 1) using only raw recorded signals with no preprocessing, 2) reducing the number of channels used for classification and 3) a single convolutional neural network (CNN) to be used for classification amongst all subjects. We have limited our preliminary results to EEG signal analysis of a left/right/rest motor imagery task as this is the most popular signal used in BCI applications. We have previously shown [3] that our proposed CNN can reliably decode intentions utilizing same architecture for multiple subjects. Here, we are extending our method to 4 new subjects and show that drastically reducing channels has
insignificant effect on decoding results. We have also expanded our decoding results to 3-class classification and obtained the same decoding accuracies by only using a few channels for classification. Our results are summarized in Table I.

<table>
<thead>
<tr>
<th></th>
<th>2-Class (left vs right)</th>
<th>3-Class (left vs right vs rest)</th>
</tr>
</thead>
<tbody>
<tr>
<td><em># of electrodes</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td>all</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>84</td>
<td>84</td>
</tr>
<tr>
<td>3</td>
<td>89</td>
<td>89</td>
</tr>
<tr>
<td>58</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>58</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>58</td>
<td>89</td>
<td>89</td>
</tr>
</tbody>
</table>
Our results show that drastically reducing the complexity of data, can still yield comparable performance while using a single decoder for multiple subjects. Since the choice of the channels for decoding is based on the mental task, one can envision the use of these methods to create practical, reliable online BCI solutions. Also using raw data for analysis and the use of a single architecture to classify all subjects allows for a hardware to be designed to even further improves efficiency of the system.
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In computational neuroscience there is a great demand to incorporate more molecular and cellular level detail into mathematical models of neuronal networks. This is deemed necessary in order to recreate phenomena such as learning, memory and behavior in silico. However, numerical simulation of such multi-scale models is resource intensive, if not impossible. This problem has been partially overcome by using simplified synapse, neuron and population models that replace biological variables and mechanisms from the models with phenomenological descriptions. While useful, this approach causes information loss that might diminish the value of such models, as the variables might lack biological meaning.

In this study we present approximation as an alternative to simplification. By using mathematical model order reduction (MOR) methods approximations can be derived algorithmically. Here we compute reduced models with the Discrete Empirical Interpolation Method (DEIM) [1] algorithm along with its advanced variants. The appeal of these methods is that there is no need to linearize the model, make assumptions of the system behavior or discard any variables. A reduced model can be simulated efficiently in a low-dimensional subspace where a smaller number of equations needs to be solved. An approximation of the original high-dimensional model can be reconstructed at any time (Fig 1). The acceleration in simulation time gained this way requires no special hardware and can be readily implemented in any programming language.

We discuss results from approximating three nonlinear systems; chemical reactions in the synapse, a compartmental neuronal network and a multi-dimensional mean-field model [2-4]. We have made the code to approximate the mean-field model open source [5]. We demonstrate the value of reduced models in computational neuroscience and explain the pros and cons of several different reduction methods with regards to the above models. Especially implementation of mathematical model order reduction algorithms in neuronal simulators and using reduced models in neuromorphic hardware are potential applications of these methods for enabling multi-scale simulations of brain activity.
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5 https://github.com/Mikkolehtimaki/neuro-mor
Studying the dynamics of a neuron network has been a challenge to computational Neuroscience [1,2]. Doing so in a neuron network with topographic organization is even more demanding due to the boundary condition, i.e. the interruption of the topographic pattern of connection in network edges, which changes network boundary activity. The neurons on the edge of the network present underside behavior due to a lack (or excess) of connections and a torus solution may introduce undesired oscillations. Facing such strain, this work presents a method based on mean field potential (i.e. first and second-order statistics of neuron network dynamics) to sustain neuron boundary activity – such as neurons on the core of the layer network activity – without introducing an oscillation component.

This method is based on the rescaling presented on CNS previous works [ref] and consists of:

Step 1: Calculating the scale factor $k_i$ for any neuron $i$ in network as follows: For a neuron $i$, $k_i$ is given by the average of total number of connections received divided by the average of total number of connections that would be received if the network had no boundaries – was a set of infinity neurons;

Step 2: Increasing the synaptic weights by dividing them by the square root of the scale factor;

Step 3: Providing each cell with a DC input current with a value corresponding to the total input lost due to network edge (boundary cut).

In essence, the boundary correction method numerically estimates the normalized density function of connection on the first step, then weights each neuron connection based on this density, and finally balances the threshold to grant the neuron/layer activity. This method was successfully applied on consolidated models such as Brunel [1] and PD [2], among others.

Firstly the models were reimplemented and the results were reproduced. Secondly, a topographic patter of connection was introduced to the models including the consideration that neurons near each other have a higher probability of connection then those further from each other. A different activity rises on both network boundary neurons and sometimes on core neurons. This method was applied and the activities were driven back to the original ones.

The algorithmic of rescaling method can be found in any one of example- application available in GitHub (https://github.com/ceciliaromaro/recoup-the-first-and-second-order-statistics-of-neuron-network-dynamics)
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P167: Modelling ipRGC-influenced light response on circadian phase, melatonin suppression and subjective sleepiness.
Speakers: Tahereh Tekieh
Tahereh Tekieh, Peter Robinson, Steven Lockley, Stephen McCloskey, M.s Zobaer, Svetlana Postnova

A physiologically-based model of arousal dynamics is extended to incorporate the spectral effects of light (as an input to the model) on the circadian rhythms, melatonin dynamics and subjective sleepiness. Doing this, photopic illuminance in the model is replaced with melanopic irradiance which, reflects the role of melanopsin, a photopigment expressed in ipRGCs (intrinsically photosensitive retinal ganglion cells). Melanopsin-expressing ipRGCs are the primary cells in retina mediating the effect of light to different non-visual related brain regions. Melanopsins are short wavelength sensitive and their main target is the circadian clock located in suprachiasmatic nuclei (SCN), with output signals regulating sleep/wake cycles, alertness, and hormone secretion. The melanopic irradiance is thus used as the light input to the model, which affects the dynamic circadian oscillator, melatonin (hormone produced in pineal gland) profile and sleepiness. The dynamic circadian oscillator is extended according to the melanopic irradiance definition and tested against experimental circadian phase dose- and phase-response data. The function which demonstrates melatonin suppression in presence of light re-calibrated against melatonin dose-response data for monochromatic and polychromatic light sources. A new light-dependent term is then introduced into the homeostatic weight component of subjective sleepiness to represent the direct effect of light. The new term responds dynamically to light and is calibrated against experimental data with different light spectrums. The model predictions are compared to a total of 14 experimental studies containing 26 data sets for 14 different spectral light profiles. The extended melanopic model shows an average reduction in prediction error relative to the model used prior. Overall, incorporating melanopic irradiance allows simulation of wavelength-dependent responses to light observed in experiments and explains most of the observations. Models demonstrating the effect of light on circadian dynamics, sleep, and sleepiness need to use ipRGC-influenced responses as a non-visual measure of light; e.g., melanopic irradiance, instead of the traditionally used illuminance based on the visual system.

P168: Spike initiation properties in the axon: simulations in a biophysically detailed model
Speakers: Nooshin Abdollahi
Nooshin Abdollahi, Amin Kamalededin Ezabadi, Stephanie Ratte, Steve Prescott

Spikes are usually initiated at the Axon initial segment (AIS), the most excitable site of a neuron. Yet other regions of the neuron are also excitable; indeed, axonal excitability is critical for spike propagation. While there are many studies on somatic and dendritic excitability, axon excitability has yet to be thoroughly investigated in most neurons because the small size of the axon precludes most experiments. There are some recordings from the cut end of axons (i.e. blebs) suggesting that axons do not spike repetitively during sustained depolarization but, instead, spike only at the onset of abrupt depolarization, consistent with class 3 excitability. However, it remains unclear whether transient spiking accurately reflects axon excitability or is an artifact of axon damage. Using a novel optogenetic approach, recent experiments from our lab have shown that axon does indeed have class 3 excitability. Although the optogenetic method is less invasive than bleb recordings, it still has some limitations that necessitated simulations in order to definitively interpret the experimental results. I have built a multicompartment model of a pyramidal neuron with a detailed myelinated axon that reproduces the observed experimental data collected in our lab. The model has helped us confirm the site of spike initiation based on the shape (kinkiness) of spikes recorded in the soma. Simulations also confirmed that even when targeting the axon for photostimulation, a small degree of stray light can hit the dendrites and evoked spikes in the AIS. The results ultimately confirm that unlike spike initiation in the AIS, which relies on class 1 excitability, spike propagation in the axon occurs on the basis of class 3 excitability (Fig. 1).
**P170: Optically imaged map of orientation preferences in visual cortex of an Australian marsupial, the Tammar Wallaby Macropus eugenii.**

**Speakers:** Young Jun Jung
Young Jun Jung, Ali Almasi, Shi Sun, Shaun Cloherty, Hamish Meffin, Michael Ibbotson, Molis Yunzab, Sebastien Bauquier, Marilyn Renfree

Orientation selectivity (OS) is a key feature of neurons in the mammalian primary visual cortex. In rodents and rabbits, these neurons are randomly distributed across V1 while in cats and all primates, cells with similar OS preferences cluster together into cortical columns. Could it be that mammals with smaller primary visual cortices, relatively undifferentiated cortices or poor-resolution vision are restricted to having salt-and-pepper OS maps? This is not true, because in gray squirrel, a highly visual rodent with good spatial resolution, and a V1 that is highly differentiated, no clear functional organisation of OS preferences exists in V1. We do not know yet why the maps coding OS preferences are so radically different in rodents/rabbits compared to the clear similarities across other mammalian visual systems.

Several models of cortical OS maps have been created incorporating Hebbian plasticity, intracortical interactions and the properties of growing axons. But these models mainly focus on maps arising from intracortical interactions. Here we focus on two factors contributing to map formation: the topography of retina and phylogeny. One promising method of predicting whether or not a species has pinwheel maps is to look at the central-to-peripheral ratio (CP ratio) of retinal cell density. We have found that animals with high CP ratios (>7) have orientation columns while those with low CP ratios (}

**P176: Using Deep Convolutional Neural Networks to Visualise the Receptive Fields of High Level Visual Cortical Neurons**

**Speakers:** Brett Schmerl
Brett Schmerl, Declan Rowley, Elizabeth Zavitz, Hsin-Hao Yu, Nicholas Price, Marcello Rosa

Understanding the image features that are encoded by neurons throughout the hierarchy of visual cortical areas, particularly in areas higher in the hierarchy that have more complex response properties than in V1, is a challenging yet fundamental goal in visual neuroscience that is often achieved by visualising their pattern of responses [1]. Visualising image features responsible for driving activity of individual units in a hierarchical system used for visual processing for the purposes of understanding the system’s functioning and information representation is also encountered in the study of deep convolutional neural networks.

In this study we train deep convolutional neural networks on spiking data recorded from individual neurons in a mid-tier visual area (the dorsomedial area, DM) of the anaesthetised marmoset monkey whilst the animal is presented with changing patterns of spatiotemporally white noise [2]. We show that convolutional neural networks are capable of learning statistically significant input-output relationships of these neurons and are thus able to perform classification of the spiking behaviour of the neuron given the stimuli. Furthermore, we applied deconvolutional techniques [3] used to visualise image features encoded by the convolutional model, thus allowing visualisation of input image features that are significant to determining spiking behaviour, by proxy, of the neuron. A comparison between the features recovered using this technique and those recovered by traditional methods of analysis is presented.


Introduction: Deep brain stimulation (DBS) is a surgical treatment for movement and neuropsychiatric disorders. Here, the subthalamic nucleus (STN) is the most common target for the treatment of advanced Parkinson’s disease (PD). Although DBS has proven effective, the procedure is associated with surgical risks such as infection and haemorrhage. Consequently, we investigated the possibility of using ultrasound (US) as a non-invasive and reversible alternative of conventional DBS. Here, we expand on our study on the spiking behaviour of a computational STN model [1], insonicated with continuous-wave and pulsed US of different intensities. In particular, the sensitivity of the simulated STN response to hyperpolarizing input (e.g., GABAergic globus pallidus afferents) is investigated.

Methods: A computational model for insonication of the STN is created by combining the Otsuka-model of a plateau-potential generating STN neuron [2] with the bilayer sonophore model [3-4]. After careful validation of our model implementation by comparison with theoretical and experimental literature, simulations are performed of the STN-neuron insonicated with different ultrasonic intensities and pulse waveforms. The robustness of the simulated response to GABAergic input is tested by injecting brief hyperpolarizing currents. Results: Our model results predict intensity dependent spiking modes of the STN neurons. For continuous waveforms, three different observed spiking modes in order of increasing ultrasonic intensity are low-frequency spiking, high-frequency (>120 Hz) spiking with significant spike-frequency and spike-amplitude adaptation, and a silenced mode. Simulation results indicate that only the silenced mode is robust to brief hyperpolarizing input. In contrast, the STN response will saturate robustly to the pulse repetition frequency in pulsed US, for sufficiently large intensity and pulse repetition frequency. Conclusion: Model results of the ultrasonically stimulated plateau-potential generating STN predict intensity dependent spiking modes that could be useful for the treatment of PD. High-frequency spiking of the STN might "jam" pathological network activity or result in the creation of an information lesion due to short-term synaptic depression, which are potential mechanisms ascribed to conventional DBS. In contrast, the silenced mode in which the STN transmembrane potential is fixed to a stable plateau might be functionally equivalent to subthalamotomy and to depolarization blockage of STN efferents during DBS. The former and latter STN mode is induced robustly by pulsed and continuous wave US, respectively.
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The locus coeruleus (LC) is one of the most dominant noradrenergic systems in the brain that supplies the central nervous system with norepinephrine through widespread efferent projections. Consequently, it plays an important role in attention, feeding behaviour and sleep-to-wake transition [1]. Moreover, studies have shown that the locus coeruleus is correlated to the anticonvulsive action of vagus nerve stimulation (VNS) [2]. To date, the underlying mechanisms of VNS and the LC are, however, not fully understood. Therefore, we derived a computational model, such that in silico investigations can be performed. Based on the work of Carter et al. (2012) [3], we created a single compartment model that matched our in-vivo measurements. These were extracted from rat brains at the 4Brain lab. The original model created by Carter et al. (2012) was a conductance-based model of the locus coeruleus and hypocretin neurons, used for the investigation of the sleep-to-wake transition. When the hypocretin neurons are omitted, our measured tonic firing rate of 3.35±0.49 Hz could not be reached with the original two compartment model by means of continuous current injection. The maximal achievable tonic firing rate was 0.75 Hz for a current of 0.4 A/m², while a bursting behaviour followed by depolarization block was observed for higher inputs. When combined into a single compartment model, the required frequency is reached with a 0.39 A/m² current injection. There were no notable differences in state occupancies that could explain the difference in firing rate. Therefore, we concluded that the lower firing rate observed in the two compartment model is solely due to spatial filtering. Finally, we compared the pinch response. The pinch was modelled as a rectangular current pulse. With an amplitude of 0.0314 A/m² and pulse duration of 0.9 s, an equivalent firing rate (13.64±2.75 Hz vs.13.86 Hz) and refractory period (1.186±0.234 s vs.1.09 s, the measurements and model, respectively) are observed.
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In this work, we present an approach to automatically explore neuron and synapse model parameter to archive target dynamics or characterize emergent phenomena which rely on the temporal structure of biological recordings that are used as inputs to the models. The associated exploration and mapping allow us to assess the role of different elements in the equations of the neuron and synapse models to build a nontrivial integration of sequential information, which is also reflected in the time course of the corresponding model response. We illustrate this methodology in the context of dynamical invariants defined as cycle-by-cycle preserved relationships between time intervals that build robust sequences in neural rhythms. We have recently unveiled the existence of such invariants in the pyloric CPG of crustacean, even under the presence of intrinsic or induced large variability in the rhythms (Elices et al., 2019). The proposed strategy can be generalized for many types of neural recordings and models. During such protocol, we input biological data with a characteristic temporal structure to different model neurons. The biological recordings are preprocessed online to adapt the corresponding time and amplitude scales to those of the synapse and neuron models using a set of algorithms developed in our previous works (Amaducci et al., 2019; Reyes-Sanchez et al., 2020). Our methodology can then map the neuron and synapse parameters that yield a predefined dynamics taking into account the temporal structure of the model output. The algorithms allow for a full characterization of the parameter space that contributes to the generation of the predefined dynamics. To illustrate this protocol that combines experimental recordings and theoretical paradigms, we have applied it to the search for dynamical invariants established between a living CPG cell and a model neuron connected through a graded synapse model. Dynamical invariants are preserved cycle-by cycle, even during transients. In our validation tests, we have mapped the presence of a linear relationship, i.e. an invariant, between the interval defined by the beginning of the bursting activity of the two neurons (first- to-first spike interval between the living and model neurons) and the instantaneous period of their sequence in such hybrid circuit. The protocol has been used to assess the role of model and synaptic parameters in the generation of the dynamical invariant, achieving a high efficient mapping in a few minutes. We argue that this approach can also be employed to readily characterize optimal parameters in the construction of hybrid circuits built with living and artificial neurons and connections, and, generally, to validate neuron and synapse models.

Funded by AEI/FEDER PGC2018-095895-B-I00 and TIN2017-84452-R
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A hybrid robot or hybrot is a technology that combines living cells and networks with robotics. This technology is largely undeveloped and has been mainly implemented with neuron cultures and multichannel electrode arrays [1,2]. Hybrots have a lot of potential to study neural networks properties involved in the control of locomotion, sensorimotor transformation and behavior. Central pattern generators (CPG) are neural circuits that produce robust rhythmic sequences involved in motor functions such as breathing or walking. Because of their role in generating and coordinating motor rhythms, bio-inspired CPGs have been widely employed in robotic paradigms [3] including the design of novel mechanisms for autonomous locomotion [4]. However, the intrinsic mechanisms that give rise to the coordination of living CPG dynamics have not been used yet for hybrid robot implementation. In this work, we present the first hybrot controlled by a living CPG from the crab Carcinus Maenas. The robot and the living neural circuit are connected following a closed-loop protocol that involves a dynamic-clamp setup to communicate both elements through Bluetooth signaling. We show that effective robotic locomotion is achieved when it is controlled and coordinated by the flexible rhythmic sequences produced by the circuit of living motoneurons. The robot is equipped with a light sensor that sends a sensory feedback to the CPG in the form of intracellular current injection. We report the analysis of the presence of dynamical invariants in the intervals that build up the sequential activations of the living circuit [5] and how they are transmitted to the robot resulting in a coordinated locomotion. In turn, the robotic sensory feedback is translated into a variation of the living network activity while keeping the motor sequence, which results in a coherent response to the change in the environmental light. Acknowledgements We acknowledge support from AEI/FEDER PGC2018-095895-B-I00 and TIN2017-84452-R. References 1. Potter SM. Hybrots: hybrid systems of cultured neurons+robots, for studying dynamic computation and learning. Proc 2002 Simul Adapt Behav 7 Work Mot Control Humans Robot Interplay Real Brains Artif Devices. Edinburgh, Scotland; 2002. 2. Li Y, Sun R, Wang Y, Li H, Zheng X. A Novel Robot System Integrating Biological and Mechanical Intelligence Based on Dissociated Neural Network- Controlled Closed-Loop Environment. PLoS One. Public Library of Science; 2016;11:e0165600. https://doi.org/10.1371/journal.pone.0165600 3. Ijspeert AJ. Central pattern generators for locomotion control in animals and robots: a review. Neural Netw. 2008;21:642–53. http://dx.doi.org/10.1016/j.neunet.2008.03.014 4. Herrero-Carrón F, Rodríguez FB, Varona P. Bio-inspired design strategies for central pattern generator control in modular robotics. Bioinspiration and Biomimetics. 2011;6:16006. http://dx.doi.org/10.1088/1748-3182/6/1/016006 5. Elices I, Levi R, Arroyo D, Rodriguez FB, Varona P. Robust dynamical invariants in sequential neural activity. Sci Rep. 2019;9:9048. https://doi.org/10.1038/s41598-019-44953-2
Over the last year, major advances have taken place in NEST Simulator and its associated tooling. This poster describes updates in NEST 3.0, NESTML and NEST Desktop.

NEST 3.0 is the next major version update of NEST. With it, changes are made not only to the user interface but also to the inner workings of NEST. In the PyNEST interface, new concepts are introduced for the compact and efficient description of large populations of neurons and synapses as well as distributions of parameter values. The PyNEST Topology module is integrated into the standard PyNEST package, so that creation and connection of spatial networks can now be performed by calling the standard functions. NEST 3.0 improves the expressiveness of model descriptions and the speed of network creation. A new and improved infrastructure for handling recordings has been implemented, with built-in backends to record to memory, ASCII files and screen.

NESTML is a domain-specific language for neurons and synapses. It serves as a specification and exchange format, where dynamical systems are expressed in continuous time (e.g., using differential equations) and have the additional ability to receive and emit precisely timed events (representing action potentials). Feature highlights include a concise yet expressive syntax inspired by Python, direct entry of dynamical equations, and imperative programming-style specification of event handling and generation.

NESTML comes with a powerful toolchain, written in Python, and is released under the GNU GPL v2.0. It parses a given model and performs code generation ("transpiling"). The generated code targets a particular hardware and software platform (e.g. NEST running on a high-performance computing cluster) with highly optimised and performant code. The toolchain performs detailed analytical and numerical analysis to yield optimal solver recommendations, and precise solutions where possible. Target platforms can be added flexibly using Jinja2 templates. As a result, NEST users can now specify neuron and synapse models in the same way they specify the network structure, using a domain-specific language that is independent of the underlying C++ code.

NEST Desktop is a web-based graphical user interface which enables the rapid construction, parametrization, and instrumentation of neuronal network models typically used in computational neuroscience. The client-server architecture supports installation-free access to NEST. The primary objective is to provide an accessible classroom tool that allows users to rapidly explore neuroscience concepts without the need to learn a simulator control language at the same time. NEST Desktop opens NEST technology for a new user group, namely students in the classroom, and contributes to equal opportunities in education.

These advances, combined with work on the user-level documentation and deployment mechanisms, contribute to the creation and maturation of the NEST ecosystem as a component of a software infrastructure for neuroscience.
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In biological neuronal networks, autaptic connection or autapses are synaptic connections between the axon and dendrites of a single neuron, which can be either excitatory (glutamatergic) or inhibitory (GABAergic). Since their first discovery four decades ago [2], the existence of autapses has now been documented in various brain regions including neocortex, hippocampus and cerebellum [1]. However, the functional role of autapses is still unknown [3]. In this work, we show the importance of autapses for temporal pattern recognition in simple spiking neural networks.

The computational task is to recognise a specific signal sequence in a stream of inputs so that a single output neuron spikes for the correct input signal, while remaining silent for other input signals. Having understood the role of autapses and the resulting switching mechanism in networks evolved for recognising signals of length two and three [4], we were able to define rules for constructing the topology of a network handcrafted for recognising a signal sequence of length m with n interneurons. We show that autapses are crucial for switching the network between states and observe that a minimal network recognising a signal of length m requires at least (m-1) autaptic connections. In contrast to solutions obtained by the evolutionary algorithm in [4] we show that the number of interneurons required to recognise a signal is equal to the length of the signal. Finally, we demonstrate that a successful recogniser network (where n is greater than or equal to three) must have three specialised neurons: a “lock”, “switch” and “accept” neuron, in addition to the other state maintaining neurons (N0, N1, … Nn-4), whose number depends on length of the signal.

All interneurons in the network require an excitatory autaptic connection, apart from the “accept” neuron. The “lock” neuron is always active (thanks to an excitatory autapse), which prevents the output from spiking except when the network receives the second to last correct input signal and allows the output neuron to spike in response to the correct last input. If the lock is released by the second to last correct input signal, the “accept” neuron (i) produces spike/s in the output neuron when the network receives the last correct input and (ii) sends a signal to the “switch” neuron, which transforms the network back into the start state. The “switch” neuron is responsible for the transition between the network start state and other possible inter-signal network states. In the future, we intend to explore other functional roles of autapses and higher-order loops in larger neuronal networks.
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P 228: The impact of noise on the temporal patterning of neural synchronization
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**The impact of noise on the temporal patterning of neural synchronization**
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Neural synchrony in the brain is often present in an intermittent fashion, i.e. there are intervals of synchronized activity interspersed with intervals of desynchronized activity. A series of experimental studies showed that the temporal patterning of neural synchronization may be very specific exhibiting predominantly short (although potentially numerous) desynchronized episodes [1] and may be correlated with behavior (even if the average synchrony strength is not changed) [2,3,4]. Prior computational neuroscience research showed that a network with many short desynchronized intervals may be functionally different than a network with few long desynchronized intervals [5]. In this study, we investigated the effect of noise on the temporal patterns of synchronization. We employed a simple network of two conductance-based neurons that were mutually connected via excitatory synapses. The resulting dynamics of the network was studied using the same time-series analysis methods used in prior experimental and computational studies. It has been well known that synchrony strength degrades with noise. We found that noise also affects the temporal patterning of synchrony. Increase in the noise level promotes dynamics with predominantly short desynchronizations. Thus, noise may be one of the mechanisms contributing to the short desynchronization dynamics observed in multiple experimental studies.
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P 229: Inference of functional connectivity in living neural networks
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Sarah Marzen, Martina Lamberti, Michael Hess, Jacob Mehman, Denise Hernandez, Joost le Feber
P44: 3D modeling of Purkinje cell activity

*Speakers: Alexey Martyushev*

Alexey Martyushev, Erik De Schutter

The NEURON software remains the main neural physiology modeling tool for scientists. Its computational methods benefit from deterministic approximations of the cable equation solutions and 1-dimensional radial calcium diffusion in cylindrical neuron morphologies [1]. However, in real neurons ions diffuse in 3-dimensional volumes [2] and membrane channels get activated in a stochastic manner. Furthermore, NEURON does not suit to model nano-sized spine morphology. In contrast, the Stochastic Engine for Pathway Simulation (STEPS) uses fully stochastic 3-dimensional methods in tetrahedral morphologies that can provide realistic modeling of neurons at the nanoscale [3, 4].

In this work, we compare the modeling results between those two environments for the Purkinje cell model developed by Zang et al. [5]. This model considers a variety of calcium, potassium and sodium channels, and the resulting calcium concentrations affecting the membrane potential of a Purkinje cell. The results demonstrate that: (i) the used cylinder light microscopy morphology can not be identically transformed into a 3D mesh; (ii) the effect of stochastic channel activation determines the timing of membrane potential spikes; (iii) the kinetics of calcium activated potassium channels strongly depends on the specified sub-membrane volumes in both environments.

A further step in developing the model will be integration of a digital microscopy reconstruction of spines to the existing 3D tetrahedral mesh.

**References:**

Neuroscience experiments generate vast amounts of data that span multiple scales: from interactions between individual molecules, to behavior of cells, to waves of activity across the brain. Biophysically-realistic computational modeling provides a tool to integrate and organize experimental data at multiple scales. NEURON is a leading simulator for detailed neurons and neuronal networks. However, building and simulating networks in NEURON is technically challenging, requiring users to implement custom code for many tasks. Also, lack of format standardization makes it difficult to understand, reproduce, and reuse many existing models.

NetPyNE is a Python interface to NEURON which addresses these issues. It features a user-friendly, high-level declarative programming language. At the network level for example, NetPyNE automatically generates connectivity using a concise set of user-defined specifications rather than forcing the user to explicitly define millions of cell-to-cell connections. NetPyNE enables users to generate NEURON models, run them efficiently in automatically parallelized simulations, optimize and explore network parameters through automated batch runs, and use built-in functions for a wide variety of visualizations and analyses. NetPyNE facilitates sharing by exporting and importing standardized formats (NeuroML and SONATA), and is being widely used to investigate different brain phenomena. It is also being used to teach basic neurobiology and neural modeling. NetPyNE has recently added support for CoreNEURON, the compute engine of NEURON optimized for the latest supercomputer hardware architectures.

In order to make NetPyNE accessible to a wider range of researchers and students, including those with limited programming experience, and to encourage further collaboration between experimentalists and modelers, all its functionality is accessible via a state-of-the-art graphical user interface (GUI). From a browser window, users can intuitively define their network models, visualize and manipulate their cells and networks in 3D, run simulations, and visualize data and analyses. The GUI includes an interactive Python console which synchronizes with the underlying Python-based model.

The NetPyNE GUI (Fig. 1) is currently being improved in several ways. Flex Layout is being introduced to ensure a responsive, customizable GUI layout regardless of screen size or orientation. Redux is being added to the stack to ensure the complete state of the app is known at all times, minimizing bugs and improving performance. Bokeh is being used to create interactive plots. Furthermore, by integrating NetPyNE with Open Source Brain, users will be able to create online accounts to manage different workspaces and models (create, save, share, etc.). This will allow interaction with online repositories to pull data and models into NetPyNE projects, from resources such as ModelDB, NeuroMorpho, GitHub, etc.

In this poster, we present the latest improvements in NetPyNE and discuss recent data-driven multiscale models utilizing NetPyNE for different brain regions, including: primary motor cortex, primary auditory cortex, and a canonical neocortex model underlying the Human Neocortical Neurosolver, a software tool for interpreting the origin of MEG/EEG data.
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Resting-state Functional Magnetic Resonance Imaging (rs-fMRI) is increasingly being used as a secondary measure in complex clinical trials [1]. The inclusion of rs-fMRI allows researchers to investigate the impact interventions, such as medication, can have on regional and network-level brain hemodynamics. Such trials are expensive, difficult to conduct, often have small samples in rare clinical populations and high attrition rates. Standard neuroimaging analysis software are not usually suited to these sub-optimal design parameters. Accessible statistical tools that are robust to these conditions are much needed.

We propose an analysis workflow, which combines 1) ordinary least squares marginal model with a robust covariance estimator to account for within-subject correlation, 2) nonparametric p-value inference using a novel bootstrapping method [2] and, 3) edge- and component-level FWE control using the Network Based Statistic [3]. This workflow has several advantages, including being robust to unbalanced longitudinal samples, small-sample correction using heteroskedasticity-consistent standard errors and simplified nonparametric inference. Additionally, this method is computationally less demanding than traditional mixed-linear models and does not bias the analysis by pre-selecting regions of interest.

We apply this novel workflow to a world-first triple-blind longitudinal placebo-controlled trial where 62 antipsychotic-naïve people aged between 15 to 24 with first-episode psychosis received either an atypical antipsychotic or a placebo pill over a treatment period of 6 months. Both patient groups received intensive psychosocial therapy. A third healthy control group with no psychiatric diagnosis (n=27) was also recruited. rs-fMRI scans were acquired at baseline, 3-months and 12-months. We show that our analysis method is sufficiently sensitive to detect FWE-corrected significant components in this complex three groups [healthy control, placebo, medication] by three time points [baseline, 12-weeks, 52-weeks] design.

Here, we introduce an analysis workflow which is capable of detecting changes in resting-state functional networks in complex clinical trials with multiple timepoints and unbalanced groups. This analysis workflow is freely available as a R function::netSandwich.
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P56: Impact of Simulated Asymmetric Interregional Cortical Connectivity on the Local Field Potential

Speakers: David Boothe, Alfred Yu, Kelvin Oie, Piotr Franaszczuk

We made extensive changes to the original Traub model in order to more faithfully reproduce the spontaneous cortical activity described here. We re-tuned the original Traub parameters to eliminate both intrinsic neuronal activity and removed the gap junctions. Tuning out intrinsic neuronal activity in the model allowed changes to the underlying connectivity to be the central factor in modifying overall model activity. The model we present consists of 16 simulated cortical regions each containing 976 neurons (15,616 neurons total). Previously we connected simulated regions in a nearest neighbor fashion via short range association fibers. These association fibers originated from pyramidal cells in cortical layer 2/3 (P23s). We found that the introduction of symmetric bidirectional inter-regional connectivity was sufficient to induce both a 1/f power spectrum as well as oscillatory behavior in the local field potential of the underlying cortical regions in the 2 to 40 Hz range. However we also found that sub-region activity was fairly uniform, even if these sub-region oscillations were not strongly correlated with one another. We hypothesize that introducing asymmetric inter-regional connectivity in this model may produce underlying simulated neuronal activity that is more variable in its output and more similar to the output observed in the biological system.

Connectivity between cortical regions in the biological brain are often asymmetric with outputs of layer 2/3 pyramidal cells terminating in different layers and in different proportions on receiving regions of cortex [4]. Here we explore how these asymmetrical connectivity schema alter microscopic (spikes) and macroscopic (local field potential) features of our cortical simulations. We re-organized our 16 simulated cortical regions in a hierarchical fashion using feedback connectivity patterns observed between regions of the visual system [4]. We then compare the behavior of this network to our previous simulations using nearest neighbor and small world like inter-regional connectivity. We hypothesize that networks with asymmetric connectivity between regions will give richer and more heterogeneous model outputs.


P57: Motor Cortex Encodes A Value Function Consistent With Reinforcement Learning

Speakers: Venkata Tarigoppula, John Choi, John Hessburg, David McNiel, Brandi Marsh, Joseph Francis

Reinforcement learning (RL) theory provides a simple model that can help explain many animal behaviors. RL models have been very successful in describing the neural activity in multiple brain regions and at several spatiotemporal scales ranging from single units up to hemodynamics during the learning process in animals including humans. A key component of RL is the value function, which captures the expected, temporally discounted reward, from a given state. A reward prediction error occurs when there is a discrepancy between the value function and actual reward, and this error is used to drive learning. The value function can also be modified by the animal’s knowledge and certainty of its environment. Here we show that the bilateral primary motor cortical (M1) neural activity in non-human primates (Rhesus and Bonnet macaques either sex) encodes a value function in line with temporal difference RL. M1 responds to the delivery of unpredictable reward (unconditional stimulus (US)), and shifts its value related response earlier in a trial, becoming predictive of expected reward, when reward is predictable due to the presence of an explicit cue (conditional stimulus (CS)). This is observed in tasks performed manually or observed passively and in tasks without an explicit CS, but with a predictable temporal reward environment. M1 also encodes the expected reward value in a multiple reward level CS-US task. Here we extend the Microstimulus temporal difference RL model (MSTD), reported to accurately capture RL related dopaminergic activity, to account for both phasic and tonic M1 reward-related neural activity in a multitude of tasks, during manual trials, as well as observational trials. This information has implications towards autonomously updating brain-machine interfaces.
It is widely recognised that maximising a variational bound on model evidence – or equivalently, minimising variational free energy – provides a unified, normative formulation of inference and learning [1]. According to the complete class theorem [2], any dynamics that minimises a cost function can be viewed as performing Bayesian inference; implying that any neural network whose activity and plasticity follow the same cost function is implicitly performing Bayesian inference. However, the implicit Bayesian model that corresponds to any given cost function is a more delicate problem. Here, we identify a class of biologically plausible cost functions for canonical neural networks of rate coding neurons, where the same cost function is minimised by both neural activity and plasticity [3]. We then demonstrate that such cost functions can be cast as variational free energy under an implicit generative model in the well-known form of partially observed Markov decision processes. This equivalence means that the activity and plasticity in a canonical neural network can be understood as approximate Bayesian inference and learning, respectively. Mathematical analysis shows that the firing thresholds – that characterise the neural network cost function – correspond to prior beliefs about hidden states in the generative model. This means that the Bayes optimal encoding of hidden states is attained when the network’s implicit priors match the process generating its sensory inputs. The theoretical formulation was validated using _in vitro_ neural networks comprising rat cortical cells cultured on a microelectrode array dish [4, 5]. We observed that _in vitro_ neural networks – that receive input stimuli generated from hidden sources – perform causal inference or source separation through activity-dependent plasticity. The learning process was consistent with Bayesian belief updating and the minimisation of variational free energy. Furthermore, constraints that characterise the firing thresholds were estimated from the empirical data to quantify the _in vitro_ network’s prior beliefs about hidden states. These results highlight the potential utility of reverse engineering generative models to characterise the neuronal mechanisms underlying Bayesian inference and learning.
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Scientific insight is well-served by the discovery and optimization of abstract models that can reproduce experimental findings. NeuroML (NeuroML.org), a model description language for neuroscience, facilitates reproducibility and exchange of such models by providing an implementation-agnostic model description in a modular format. NeuronUnit (neuronunit.scidash.org) evaluates model accuracy by subjecting models to experimental data-driven validation tests, a formalization of the scientific method.

A neuron model that perfectly imitated real neuronal electrical behavior in response to any stimulus would not be distinguishable from experiments by any conventional physiological measurement. In order to assess whether existing neuron models approached this standard, we took 972 existing neuron models from NeuroML-DB.org and subjected them to a standard series of electrophysiological stimuli (somatic current injection waveforms). We then extracted analogous 448 stimulus-evoked recordings of real cortical neurons from the Allen Cell Types database. We applied multiple feature extraction algorithms on the physiological responses of both model simulations and experimental recordings in order to characterize physiological behavior with a very high degree of detail spanning hundreds of features.

After applying dimensionality reduction to this very high dimensional feature space, we show that the real (biological neurons) and simulated (model neurons) recordings are easily and fully discriminated by eye or any reasonable classifier. Consequently, not a single model neuron produced physiological responses that could be confused with a biological neuron. Was this a defect of the model design (e.g. key mechanisms unaccounted for) or of model parameterization? We found that if we introduced models that were revised via optimization the revised models overlapped with the distribution of biological neurons, and were mostly classified as such. The remaining post-optimization disagreement between models and biological neurons may reflect limitations of model design and can be investigated by probing the key features used by classifiers to distinguish these two populations.

Neural networks in the brain may self-organise such that they operate near criticality, that is, poised on the boundary between phases of order and disorder [1]. Models of neural networks tuned close to criticality are optimal in terms of dynamic range, information transmission, information storage and computational adaptability [2]. Most experimental evidence for criticality in the brain has come from studies of high resolution neural spiking data recorded from tissue cultures or anaesthetised animals using microelectrode arrays, or from studies of mesoscopic-scale neural activity using magnetic resonance imaging or electroencephalograms. These approaches are inherently limited either by under-sampling of the neural population or by coarse spatial resolution. This can be problematic for empirical studies of criticality because the characteristic dynamics of interest are theoretically scale-free. Recently, Ponce-Alvarez et al. [3] investigated the larval zebrafish as a new model for neural criticality by utilising the unique properties of the organism that enable whole-brain imaging of neural activity in vivo and without anaesthetic. They identified hallmarks of neural criticality in larval zebrafish using 1-photon calcium imaging and voxel-based analysis of neuronal avalanches. Here we addressed two key limitations of their study by instead using 2-photon calcium imaging to observe truly spontaneous activity, and by extracting neural activity time series at single-cell resolution via state-of-the-art image segmentation [4]. Our data comprise fluorescence time series for large populations of neurons from 3-dimensional volumetric recordings of spontaneous activity in the optic tectum and cerebellum of larval zebrafish with pan-neuronal expression of GCaMP6s (n=5; approx. 10000 neurons per fish) (Fig. 1A). Neuronal avalanche statistics revealed power-law relationships and scale-invariant avalanche shape collapse which are consistent with crackling noise dynamics from a 3-dimensional random field Ising model [5] (Fig. 1B-C). Observed power laws were validated using shuffled surrogate data and log-likelihood ratio tests. This result provides the first evidence of criticality in the brain from large-scale in vivo neural activity at single cell resolution. Our findings demonstrate the potential of larval zebrafish as a model for the investigation of critical phenomena in the context of neurodevelopmental disorders that may perturb the brain away from criticality. 1. Cocchi L, Gollo L L, Zalesky A, Breakspear M. Criticality in the brain: A synthesis of neurobiology, models and cognition. Prog Neurobiol. 2017, 158, 132–152. 2. Shew W L, Plenz D. The functional benefits of criticality in the cortex. Neuroscientist. 2013, 19(1), 88–100. 3. Ponce-Alvarez A, Jouary A, Privat M, et al. Whole-brain neuronal activity displays crackling noise dynamics. Neuron. 2018, 100(6), 1446–1459. 4. Giovannucci A, Friedich J, Gunn P, et al. CalmAn an open source tool for scalable calcium imaging data analysis. Elife. 2019, 8, e38173. 5. Sethna J P, Dahmen K A, Myers C R. Crackling noise. Nature. 2001, 410(6825), 242-250.
Oscillatory activity over the sensorimotor cortex, known as sensorimotor rhythms, can be modulated by the kinaesthetic imagination of limb movement [1]. These event-related spectral perturbations can be observed in electroencephalography (EEG), offering a potential way to restore communication and control to people with severe neuromuscular conditions via a brain-computer interface (BCI). However, the ability of individuals to produce these modulations varies greatly across the population. Between 10-30% of people are unable to influence their SMRs sufficiently to be distinguishable by a BCI decoder [2]. Despite this, it has been shown that users can be trained to improve the extent of their SMR modulations. This research utilised a data-driven approach to characterise the skill development of participants undertaking a left- and right-hand motor imagery experiment.

Two publicly available motor imagery EEG datasets were analysed. Dataset 1 consisted of EEG data from 47 participants performing 200 trials of left- and right-hand motor imagery within a single session [4]. No real-time visual feedback was provided to the participants. Dataset 2 contained EEG from two sessions of 200 trials each from 54 participants [5]. Visual feedback was provided to users in the second session but not in the first. Various metrics characterising mental imagery skill were calculated across time for each participant.

The discriminability of EEG in the 8-30Hz range from left- and right-hand trials was found to increase across time for both datasets. Despite the overall improvement, there was great variability in the change of motor imagery skill across participants. For Dataset 1, the average change across time of the metric representing the discriminability of classes was 6.0±21.9%. For Sessions 1 and 2 of Dataset 2, the discriminability increased by 11.8±44.0% and 17.4±30.7%, respectively. Session 2 of Dataset 2 contained visual feedback and produced a larger overall improvement in motor imagery skill with a lower variability compared with Session 1.

In this work, we investigated the level of motor imagery skill acquisition during BCI use. The results indicate a baseline level of skill improvement that can be expected, and also emphasise the large variability across participants commonly seen in BCI studies. Overall, we provide a useful reference of BCI skill acquisition for future research that seeks to increase the rate of skill improvement and decrease the amount of variability.
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Retinal degenerative diseases such as retinitis pigmentosa and age-related macular degeneration cause progressive photoreceptor loss leading to partial or total patient blindness. Retinal prostheses attempt to obviate this loss of photoreceptors by direct stimulation of the underlying retinal ganglion cell (RGC) circuitry, and are capable of restoring limited visual sensation to blind patients. Because these devices typically inject current through implanted electrode arrays, their spatial resolution is significantly limited, and their capacity for selective stimulation of distinct RGC types has not yet been established. In particular, selective stimulation of ON and OFF RGCs (which exhibit opposite light responses _in vivo_) constitutes a long-standing open problem in retinal prosthesis design.

Infrared neural modulation (INM) uses pulsed infrared light to deliver sharp thermal transients to neural tissue, and is capable of both neural stimulation and inhibition with a high spatial precision. This technique relies on at least two distinct mechanisms: a temperature gradient dependent capacitive current, and thermosensitive activation of the TRPV ion channels. For retinal prostheses, this high stimulus resolution offers an attractive alternative to the low resolution of current electrical prostheses; however, it is unclear how infrared-evoked currents may vary between the wide variety of RGC types in mammalian retina, or whether these differences may be harnessed for selective stimulation.

In this study, a single-compartment Hodgkin-Huxley-type model was simulated in a NEURON environment. The model included leak, sodium, potassium, calcium and low voltage activated calcium currents based on published data [1,2]. Thermally-evoked currents were simulated by a dT/dt dependent capacitive current based on GCS theory of bilayer capacitance [3].

Our results show that INM responses differ between ON and OFF RGCs. In particular, OFF cells have a prolonged depolarisation in response to millisecond timescale heat pulses, whilst ON cells exhibit a short depolarisation with a larger post-pulse hyperpolarisation. This difference is mainly due to the low voltage activated calcium current that is present in OFF and absent in ON RGCs. This prediction is yet to be confirmed experimentally, but may have important implications for the development of infrared retinal prostheses.
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Transcutaneous vagus nerve stimulation (tVNS) is a type of non-invasive brain stimulation that is used increasingly in the treatment of a number of different health conditions such as epilepsy and depression. Although there is a great deal of research into different medical conditions that can be improved by tVNS there is little conclusive evidence into the optimal stimulation parameters, such as stimulation frequency, pulse type or amplitude. Understanding whether variation of these stimulation parameters can directly influence the brain response could improve treatment delivery.

The aim of this project is to determine whether varying the stimulation parameters of tVNS can influence the induced brain response, and if there is an optimal set of stimulation parameters that can be determined for targeted treatment of different medical conditions.

Twenty healthy participants were selected based on their suitability for both magnetoencephalography (MEG) and magnetic resonance imaging (MRI) based on predetermined exclusion criteria. The experimental sessions were carried out at the Swinburne Imaging Facility, Swinburne University of Technology. Four different stimulation protocols were delivered via electrical stimulation to the left ear; active stimulation to the cymba concha at stimulation frequency of 24 Hz regular pulses, sham stimulation to the ear lobe at stimulation frequency of 24 Hz regular pulses, stimulation to the cymba concha at stimulation frequency of 1 Hz regular pulses, and stimulation to the cymba concha at stimulation frequency of 24 Hz pulse frequency modulated (PFM) pulses (modulated at 6 Hz).

Participant brain dynamics were analysed in response to stimulation through different signal processing techniques. First the raw data was passed through the software MaxFilter which uses Signal Space Separation (SSS) of Maxwell’s equations to remove major sources of noise and artifacts. The stimulation artifact was then removed from the data by spline interpolation, which removed part of the data from the onset of the stimulation pulse and then interpolated to reconstruct the signal. The data was then downsampled and filtered before applying Fast Fourier Transforms (FFT) to obtain power spectrums at sensor level. The response to different protocols could be contrasted by taking ratios for all participants and was then averaged to see group response at sensor level.

Preliminary results show that results vary between individuals, with different brain areas activated due to the stimulation. Comparison between the active stimulation of the vagus nerve at 24 Hz to sham stimulation of the ear lobe shows a dipole response to the active stimulation in the parietal lobe. Comparison of the PFM stimulation with the regular 24 Hz stimulation of the vagus nerve shows an inhibited response in the modulation frequency of 6 Hz in comparison with other frequency bands. Finally, comparing the 1 Hz with the 24 Hz active stimulation of the vagus nerve shows that the 1 Hz stimulation drives the brain more strongly than the 24 Hz across all frequency bands. These preliminary results may be used as a stepping-stone to investigate the effect of tVNS on brain dynamics and setting up stimulation protocols that may have therapeutic effects.
Recent improvements and performance enhancements in the NEURON (neuron.yale.edu) reaction-diffusion module (rxd) allow us to model multiple relevant concentrations in the intracellular and extracellular space. The extracellular space is a coarse-grained macroscopic model based on a volume averaging approach, allowing the user to specify both the free volume fraction (the proportion of space in which species are able to diffuse) and the tortuosity (the average multiplicative increase in path length due to obstacles). These tissue characteristics can be spatially dependent to account for regional or pathological differences.

Using a multiscale modeling approach we have developed a pair of models for spreading depolarization at spatial scales from microns to mm, and time scales from ms to minutes. The cellular/subcellular-scale model adapted existing mechanisms for a morphologically detailed CA1 pyramidal neuron together with a simple astrocyte model. This model included reaction-diffusion of K⁺, Na⁺, Cl⁻ and glutamate, with detailed cytosolic and endoplasmic reticulum Ca²⁺ regulation. Homeostatic mechanisms were added to the model, including; Na-K-ATPase pumps, Ca²⁺ pumps, SERCA, NKCC1, KCC2 and glutamate transporters. We use BluePyOpt to perform a parameter search, constrained by the requirements of realistic electrophysiological responses while maintaining ionic homeostasis. This detailed model was used to explore the hypothesis that individual dendrites have distinct vulnerability to damage due to area-volume ratios leading to different intracellular Ca²⁺ levels.

At the tissue-scale we adapted a simpler point neurons model, and densely packed them in a coarse-grained macroscopic 3D volume. The models include a simple model for oxygen and dynamic changes in volume fraction. This allows us to model the effect of changes in tissue diffusion characteristics on the wave propagation during spreading depolarization.
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Large scale brain models encompassing cortico-cortical, thalamo-cortical and basal ganglia processing are fundamental to understand the brain as an integrated system in healthy and disease conditions but are complex to analyze and interpret. Neuronal processes are typically segmented by region and modality in order to explain an experimental observation at a given scale and then integrated to a global framework (Eliasmith & Trujillo, 2014). Here, we present a set of functional requirements applied to validate the recently developed IBEx model (Kozloski, 2016) against a learning task involving coordinated activity across cortical and sub-cortical regions in a brain-computer interface (BCI) context involving volitional control of a sensory stimulus (Koralek et al., 2012). The original IBEx model comprises interacting modules for supra-granular, infra-granular cortical layers, thalamic integration, basal ganglia parallel processing and dopamine-mediated reinforcement learning. We decompose and analyze each subsystem in the context of the BCI learning task whereby parameters are tuned to comply to its functional requirements. Intermediate conclusions are presented for each subsystem according to the constraints imposed to satisfy the requirements, before re-incorporating the subsystem in the global framework. Consequences of model modifications and parameter tuning are assessed at the scales of the subsystem and the whole brain system. For example, "Figure 1" shows the relation between infra-granular spiking activity in different cortical regions, thalamo-cortical delta rhythms and higher level description of cognitive or motor trajectories (according to the brain region). The relation to phenotypes associated to Huntington's disease is exposed and the framework is discussed in perspective to other state-of-art integrative efforts to understand complex high-order brain functions (Oizumi et al., 2014; Mashour et al., 2020).
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P10: Synchronization and resilience in the Kuramoto white matter network model with adaptive state-dependent delays
Speakers: Daniel Park, Jeremie Lefebvre

Myelin sheaths around axonal lengths are formed by mature oligodendrocytes, and play a critical part in regulating signal transmission in the nervous system. Contrary to traditional assumptions, recent experiments have revealed that myelin remodels itself in an activity-dependent way, during both developmental stages and well into adulthood in mammalian subjects. Indeed, it has shown that myelin structure is affected by extrinsic factors such as one’s social environment and intensified learning activity. As a result, axonal conduction delays continuously adjust in order to regulate the timing of neural signals propagating between different brain regions. While there is strong empirical support for such phenomena, the plasticity mechanism has yet to be extensively modeled in neurocomputational fields. As a preliminary step, we incorporate adaptive myelination in the form of state-dependent delays into neural network models, and analyze how it consequently alters its dynamics. In particular, we ask what role myelin plasticity plays in brain synchrony, which is a fundamental element of neurological function. Brain synchrony is simplistically represented in coupled phase-oscillator models such as the Kuramoto network model. As a prototype, we equip the Kuramoto model with a distribution of variable delays governed by a plasticity rule with phase difference gain that allows the delays and oscillatory phases to evolve over time with mutually dependent dynamics. We analyzed the equilibria and stability of this system, and applied our results to large dimensional networks. Our joint mathematical and numerical analysis demonstrates that plastic delays act as a stabilizing mechanism promoting the network’s ability to maintain synchronous activity. At a high-dimensional network level, our work also shows that global synchronization is more resilient to perturbations and injury towards network architecture. Specifically, our conducted numerical experiments imply that plastic delays play a positive role in improving a large-dimensional system's resilience in achieving synchrony from a sustained injury. Our results provide key insights about the analysis and potential significance of activity-dependent myelination in large-scale brain synchrony.

P11: Effect of interglomerular inhibitory networks on olfactory bulb odor representations
Speakers: Daniel Zavitz, Isaac Youngstrom, Matt Wachowiak, Alla Borisyuk

Lateral inhibition is a fundamental feature of circuits that process sensory information. In the mouse olfactory system, inhibitory interneurons called short axon cells initially mediate lateral inhibition between glomeruli, the functional units of early olfactory coding and processing. However, their interglomerular connectivity and its impact on odor representations is not well understood. To explore this question, we constructed a computational model of the interglomerular inhibitory network using detailed characterizations of short axon cell morphologies and simplified intraglomerular circuitry. We then examined how this network transformed glomerular patterns of odorant-evoked sensory input (taken from previously-published datasets) at different values of interglomerular inhibition selectivity. We examined three connectivity schemes: selective (each glomerulus connects to few others with heterogeneous strength), nonselective (glomeruli connect to most others with heterogeneous strength) or global (glomeruli connect to all others with equal strength). We found that both selective and nonselective interglomerular networks could mediate heterogeneous patterns of inhibition across glomeruli when driven by realistic sensory input patterns, but that global inhibitory networks were unable to produce input-output transformations that matched experimental data.

We further studied networks whose interglomerular connectivity was tuned by sensory input profile. We found that this network construction improved contrast enhancement as measured by decorrelation of odor representations. These results suggest that, despite their multiglomerular innervation patterns, short axon cells are capable of mediating odorant-specific patterns of inhibition between glomeruli that could, theoretically, be tuned by experience or evolution to optimize discrimination of particular odorants.
Prosocial behaviours, actions that help others, are vital for maintaining social bonds and are linked with improved health. However, our ability to learn which of our actions help others could change as we get older, as existing studies suggest declines in reinforcement learning across the lifespan [1]. This decline in associative learning could be explained by the significant age-related decrease in dopamine transmission [2] which has been suggested to code prediction errors [3]. Alternatively, prosocial learning might not only rely on learning abilities but also on the motivation to help others. This motivation, which is reduced in disorders such as psychopathy, might also shift with age, with a trend for lower levels of antisocial behaviour in older adults [4]. Interestingly, the decrease in dopamine levels in older adults could also support this hypothesis of increased prosociality, as higher dopamine has been linked to lower altruism [5].

Here, using computational modelling of a probabilistic reinforcement learning task (Fig. 1), we tested whether younger (age 18-36) and older (age 60-80, total n=152) adults can learn to gain rewards for themselves, another person (prosocial), or neither individual (control). We replicated existing work showing younger adults were faster to learn when their actions benefitted themselves, compared to when they helped others [6]. Strikingly however, older adults showed a reduced self-bias, compared to younger adults, with learning rates that did not significantly differ between self and other. In other words, older adults showed a relative increase in the willingness to learn about actions that helped others. Moreover, we find that these differences in prosocial learning could emerge from more basic changes in personality characteristics over the lifespan. In older adults, psychopathic traits were significantly reduced and correlated with the difference between prosocial and self learning rates. Importantly, the difference between self and other learning rate was most reduced in older people with the lowest psychopathic traits. Overall, we show that older adults are less self-biased than younger adults, and this change is associated with a decline in psychopathic traits. These findings highlight the importance of examining individual differences across development and have important implications for theoretical and neurobiological accounts of healthy ageing.
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P121: Adaptive activity-dependent myelination promotes synchronization in large-scale brain networks

Speakers: Jeremie Lefebvre

John Griffiths, Jeremie Lefebvre, Rabiya Noori, Daniel Park, Sonya Bells, Paul Frankland, Donald Mabbott

Communication and oscillatory synchrony between distributed neural populations is believed to play a key role in multiple cognitive and neural functions. These interactions are mediated by long-range myelinated axonal fibre bundles, collectively termed as white matter. While traditionally considered to be static after development, white matter properties have been shown to change in an activity-dependent way through learning and behavior: a phenomenon known as white matter plasticity. In the central nervous system this plasticity stems from oligodendroglia, which form myelin sheaths to regulate the conduction of nerve impulses across the brain, hence critically impacting neural communication. We here shift the focus from neural to glial contribution to brain synchronization and examine the impact of adaptive, activity-dependent change in conduction velocity on the large-scale phase-synchronization of neural oscillators.

We used a network model built of reciprocally coupled Kuramoto phase oscillators whose connections are based on available primate large-scale white matter neuroanatomy data. Our computational and mathematical results show that such adaptive plasticity endows white matter networks with self-regulatory and self-organizing properties, where conduction delay statistics are autonomously adjusted to ensure efficient neural communication. Specifically, our analysis shows that adaptive conduction velocities along axonal connections stabilizes oscillatory neural activity across a wide range of connectivity gain and frequency bands. Resulting conduction delays become statistically similar, promoting phase-locking irrespective of the distances. As a corollary, global phase-locked states are more resilient to diffuse decreases in connectivity, reflecting damage caused by a neurological disease, for instance. Our work suggests that adaptive myelination may be a mechanism that enable brain networks with a means of temporal self-organization, resilience and homeostasis.

P122: Avalanches and emergent activity patterns in simulated mouse primary motor cortex

Speakers: Donald Doherty

Donald Doherty, Salvador Dura-Burnal, William W Lytton

Avalanches display non-Poisson distributions of correlated neuronal activity that may play a significant role in signal processing. The phenomenon appears robust but mechanisms remain unknown due to an inability to gather large sample sizes, and difficulties in identifying neuron morphology, biophysics, and connections underlying avalanche dynamics. We set out to understand the relationship between power-law activity patterns, their values, and the neural responses observed from every neuron across different layers, cell populations, and the entire cortical column using a detailed M1 model with 15 neuron types that simulated the full-depth of a 300µm diameter column with 10,073 neurons and ~18e6 connections. Self-organized and self-sustained activity from our simulations have power-law values of -1.51 for avalanche size and -1.98 for duration distributions, which are in the range noted in both in vitro and in vivo neural avalanche preparations reported by Beggs and Plenz (2003). We applied a 0.57 nA, 100 ms stimulus across 40 µm in diameter and full column depth at each of 49 gridded locations (40 µm) across the pia surface of our 400 µm diameter cylindrical cortical column. Stimuli applied to 4 locations (8.2%) produced no sustained responses. Self-sustained activity was seen in the other 45 locations, which always included activity in IT5B or IT5B and IT6. In 6 locations activity was restricted to IT5B or IT5B/IT6 alone (avalanche size: ~2.8). Intermittent spread of activity from IT5B/IT6 across other neuron types and layers was seen in 24 locations (avalanche size: ~2.0). In 15 locations, frequent spread of activity to other neuron types and layers was observed (avalanche size: ~1.5). Avalanches were defined using binned spiking activity (1 ms bins). Each avalanche was composed of adjacent bins filled with one or more action potentials, preceded and followed by at least one empty bin. A prolonged 10 minute M1 simulation with different connectivity produced 15,579 avalanches during sustained activity after the initial 100 ms stimulation. Again, IT5B/IT6 activity was constant and punctuated by more widespread activity. Three distinct patterns of activity spontaneously recurred and could be characterized by delta, beta, or gamma frequency dominance. All large-scale avalanches were composed of 1 or a combination of these 3 recognizable patterns. Between the large-scale avalanches we saw three patterns of activity: 1) continuous IT5B and IT6 neuron activity, 2) vigorous layer 5 and IT6 activity, or 3) vigorous layer 5 and IT6 activity that transitioned to continuous IT5B and IT6 activity. Since cortical column activity with just IT5B and IT6 activity showed little correlation (very steep and narrow distributions of avalanche sizes and durations), we hypothesize that the addition of avalanches with layer 5 and IT6 activity (activity patterns 2 and 3 above) result in more correlated activity and power-law values closer to -1.51 and -1.98 for size and duration respectively. In conclusion, the increase in correlated activity among neuronal components parallels the emergence of clearly identifiable activity patterns across time and cortical layers and may generate rhythmic activity.
**P137: General anesthesia reduces complexity and temporal asymmetry of the informational structures derived from neural recordings in Drosophila**

*Speakers: Roberto Munoz*

Roberto Munoz, Angus Leung, Aidan Zecevik, Felix Pollock, Dror Cohen, Bruno can Swinderen, Naotsugu Tsuchiya, Kavan Modi

We apply techniques from the field of computational mechanics to evaluate the statistical complexity of neural recording data from fruit flies. First, we connect statistical complexity to the flies’ level of conscious arousal, which is manipulated by general anaesthesia (isoflurane). We show that the complexity of even single channel time series data decreases under anaesthesia. The observed difference in complexity between the two states of conscious arousal increases as higher orders of temporal correlations are taken into account. We then go on to show that, in addition to reducing complexity, anaesthesia also modulates the informational structure between the forward and reverse-time neural signals. Specifically, using three distinct notions of temporal asymmetry we show that anaesthesia reduces temporal asymmetry on information-theoretic and information-geometric grounds. In contrast to prior work, our results show that: (1) Complexity differences can emerge at very short time scales and across broad regions of the fly brain, thus heralding the macroscopic state of anaesthesia in a previously unforeseen manner, and (2) that general anaesthesia also modulates the temporal asymmetry of neural signals. Together, our results demonstrate that anaesthetised brains become both less structured and more reversible.

**P139: Stereotyped population dynamics in the medial entorhinal cortex**

*Speakers: Soledad Gonzalo Cogno*

Soledad Gonzalo Cogno, Flavio Donato, Horst A. Obenhaus, R. Irene Jacobsen, May-Britt Moser, Edvard I. Moser

The medial entorhinal cortex (MEC) supports the brain’s representation of space with distinct cell types (grid, border, object-vector, head-directions and speed cells). Since no single sensory stimulus can faithfully predict the firing of these cells, attractor network models postulate that spatially-tuned firing emerges from specific connectivity motives. To determine how those motives constrain the self-organized activity in the MEC, we tested mice in a spontaneous locomotion task under sensory-deprived conditions, when activity likely is determined by the intrinsic structure of the network. Using 2-photon calcium imaging, we monitored the activity of large populations of MEC neurons in mice running on a wheel in darkness.

To reveal network dynamics we applied dimensionality reduction techniques to the spike matrix. This way we unveiled the presence of motifs that involve the sequential activation of neurons (“waves”). Waves lasted from tens of seconds to minutes, swept through the entire network of active cells and did not exhibit any anatomical organization. Waves were not found in spike-time- shuffled data. Furthermore, waves did not map the position of the mouse on the wheel and were not restricted to running epochs. Single neurons exhibited a wide range of locking degrees to the waves, indicating that the observed dynamics is a population effect rather than a single cell phenomenon. Overall, our results suggest that a large fraction of MEC-L2 neurons participates in common global dynamics that often takes the form of stereotyped waves. These activity patterns might couple the activity of neurons with distinct tuning characteristics in MEC.
Anatomical projections between cortical areas are known to condition the set of observable functional activity in a neural network. The large-scale cortical monkey frontoparietal network (FPN) has been shown to support complex cognitive functions. However, the organization of anatomical connectivity between areas in the FPN supporting such behavior is unknown. To identify the connections in this network, over 40 tract-tracing studies were collated according to the Petrides & Pandya (2007) parcellation scheme, which provides a higher resolution map for the areas making up the FPN than other schemes. To understand how this structural profile can give rise to cognitive functions, a graph theoretic investigation was conducted in which the FPN's degree distribution, structural motifs and small-worldness were analyzed. We present a new connectivity matrix detailing the anatomical connections between all frontal and parietal areas of the parcellation scheme. First, this matrix was found to have in and out-degree distributions that did not follow a power-law. Instead they were each best approximated by a Gaussian distribution, signifying that the connectivity of each area in the FPN is relatively similar and that it does not rely on hubs. Second, the dynamical relay motif, M9, was found to be overrepresented in the FPN. This 3-node motif is the optimal arrangement for near-zero and non-zero phase synchrony to propagate through the network. Finally, the FPN was found to utilize a small-world architecture. This allows for simultaneous integration and specialization of function. Important aspects of cognition such as attention and working memory have been shown to require both integration and specialization in order to function properly using near-zero and non-zero phase synchrony. Further, they benefit from the reliability afforded by the FPN's homogenous connectivity profile which acts as a substrate resilient to targeted structural insult but vulnerable to a random attack. This suggests the diseases that impair cognitive function supported by the FPN may owe their effectiveness to a random attack strategy. These findings provide a candidate topological mechanism for the synchrony observed during complex cognitive functions in the M9 dynamical relay motif. The results also serve as a benchmark to be used in the network-level treatment of neurological disorders such as Alzheimer's or Parkinson's disease where the types of cognition the FPN supports are impaired. Finally, they can inform future neuromorphic circuit designs which aim to perform certain aspects of cognition.
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Both the brain and recent deep neural networks (DNNs) can successfully perform visual object recognition at similar levels. However, to acquire this function, DNNs generally require a large amount of training with a huge number of labeled data, whereas the brain does not appear to need such artificially labeled images to learn. Moreover, human infants, who certainly never experienced any training, are still able to classify unfamiliar object categories [1]. The mechanism by which the immature brain can categorize visual objects without any supervisory feedback remains elusive. Here, we suggest a biologically plausible circuit model that can correctly categorize natural images without any supervision. Instead of supervised signals, which are believed to be essential to train the system, we focused on the temporal continuity of the natural scene. Natural visual stimuli to which infants are exposed repeatedly have temporal continuity [2], unlike the dataset of images used to train artificial DNNs. In this regard, to detect the discontinuity in a natural scene that is potentially equivalent to the border of the image cluster of the same object, we designed a “differential unit” (Fig.1, DU). The DU estimates the difference between the current input and delayed input before seconds, and thereby can detect the temporal difference of visual input in real-time. In addition to the DU, to memorize the representation of visual objects, we also designed a “readout network” (Fig.1, k-Winners-Take-All network and readout), which is linked to the filtered pool5 units of randomized AlexNet. The randomized AlexNet corresponds to the early visual pathway of infants and functions as an image abstractor, where its weights are randomly initialized and fixed. The connection weights between the readout and pool5 units can be updated by Hebbian plasticity, but because the DU continuously inhibits the readout, the plasticity was blocked initially. However, when the temporal difference of response becomes below a certain threshold (which means that the same object was consistently detected), the DU stops the inhibition, and connections between the ensemble of pool5 units (highly activated for that object) and the readout are strengthened. During the test session, we can identify the category of the given test images by simply choosing the readout that shows the highest response. To validate the model performance, we made a sequence of images by sorting the CIFAR-10 dataset by categories, which mimics the temporal continuity of the natural scene. The model was trained by the designed image sequence, and tested by a separate validation set. As a result, we achieved 35% classification accuracy, which is significantly higher than the chance level of 10%. Based on the present findings, we suggest a biologically-plausible mechanism of object categorization with no supervision, and we believe that our model can explain how the visual function arises in the early stages of the brain without supervised learning.
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Controllability of the brain system has been studied in the domain of network science. However, most of studies on the controllability of the brain have not considered the nonlinear nature of the brain. In the present study, we suggest a computational framework to control the brain system with a consideration of nonlinear brain dynamics. Our framework is based on a hypothesis that a brain with a disease has specific brain dynamics different from that of a normal brain and can be analyzed by using an energy landscape analysis. For both of normal and abnormal brain systems, multistable activation states (attractors) and transition rates were investigated by performing an energy landscape analysis based on a pairwise maximum entropy model. In the current virtual framework, we simulated how dynamics of a disease brain can be changed to that of the normal brain by external treatments under biological constrains. By doing this, we tried to find a strategy for optimal treatments that control the target brain to generate brain state dynamics similar to that of the healthy brain. We assumed that the target brain changes not only at a treated region or treated connectivity, but also it induces changes in the neighbors that the treated region interacts. By allowing changes in the neighborhood in response to the treatment to a target region, we showed an optimal controllability that takes into account of the nonlinear responses of the brain after treatment. We applied the current framework to find a virtually optimal way of perturbing the network system of the schizophrenia to induced healthy state dynamics. We expect that this computational framework for controllability would help treatment planning for the nonlinear brain system, after empirical evaluation and validation.
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Phase transitions are often used to describe pathological brain state transitions observed in neurological diseases such as epilepsy. Typically, the study of the dynamics of neurons that are nonlinearly coupled and have complex network structures is done via large scale numerical simulations, which are mathematically intractable. Otherwise, analysis is performed where the network structure is averaged over and made spatially homogeneous. For a networked nonlinear dynamical system, phase transitions or bifurcations are computed via changes in the local stability around the fixed points. However, in such a system it is very difficult to compute the fixed points as the dimensionality of the system becomes large due to nested nonlinearities. We know from numerical simulations that the system becomes ‘chaotic’ [1] as the order parameter (variance of the connectivity matrix) is increased and that microscopically this phase transition corresponds to an exponential increase in the number of fixed points [3]. This phase transition has also been computed for heterogeneous network structures such as Dale’s law [2]. However, it is very difficult to numerically verify these results. To quantify the change in network dynamics, we compute the entropy, a quantity which describes the number of states or information in a system. We show in this paper that the Network entropy (NE), a term derived from Shannon Entropy, can be used as a numerical indicator of a change in the number of equilibria. Hence, it is also a numerical method to estimate the change in stability of a network. It is developed via a Symbolic Dynamic approach based on probability distributions of the system state, which provides a measure of the number of states of the system.

In this paper, a first order neural model with a time-constant and instantaneous synapses is networked. The network connectivities are described by a random matrix with mean and variance. Dale’s law can be integrated into the model by changing the connectivity matrix. We estimate the stability of a network via measuring the entropy of the network states using numerical simulations with different realisations of the connectivity matrix. The result demonstrates that the transition points from the analytical results for each case coincided with the measured NEs. It suggests the NEs can be used in numerical simulations to estimate the changes in the number of the fixed points, a.k.a. the phase transitions. This work provides a novel approach to estimate the network states and phase transitions via numerical simulations. Future works are needed to discover the mathematical relationship between the fixed points and entropy. Furthermore, it is interesting to use entropy to predict the dynamical behaviours of a system in an early stage. The discovery can be used to understand the brain state transitions and for the early diagnosis of neurological diseases, such as epilepsy.
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This work focuses on the dynamics of large networks of neurons, and particularly aims to study the effects of brain structures and functions on state transitions, such as those found in epilepsy. We derive a measure of synchronization based on network structures to identify a state change in the system, specifically, the state change between a non-seizure state and a seizure state.

Currently, the modelling framework in theoretical neuroscience focuses on using dynamical systems analysis of neural field models, and numerical simulations to disentangle the influences of structure and function on brain dynamics. However, these models and methods use continuous spatial averages of network connectivity. In this work, we are particularly interested in the spatial structures and functions that induce a state transition from a state of intrinsically fluctuating and complex activity (non-seizure state), to a state of synchronization and simplistic activity (seizure state).

Using a first order neural network model with a discrete spatial field given by a coupling matrix, a set of self-consistent equations that describe the nature of the activity of network structures with populations of neurons, can be derived using dynamical mean field theory [Mastrogiuseppe and Ostojic, 2017]. This set of self-consistent equations can be solved semi-analytically, and we use these solutions to derive a measure of synchronisation and hence, excitability: the coefficient of variation (CV). The CV is a common measure of synchrony used in theoretical neuroscience [Meffin et al., 2004], but it has also been recently used in the analysis of animal model data [Fontenele et al., 2019]. We use the derived expression of CV to show that under certain network structure and function conditions there exists a transition from a state of intrinsic fluctuating activity to a state of synchronization and hyper-excitation. This state transition is analogous to the transition from a non-seizure to a seizure state. Furthermore, we calculate the CV for numerically simulated time series outputs of the model used, to compare and verify our analytical expression of CV.

This measure of CV defined in this work is dependent on the network structures that are thought to be instrumental in initiating seizure transitions in the brain. As seizure events are typically due to pathological brain structures and function, we have used the CV as a theoretical measure of whether particular brain structures are susceptible to epileptic state transitions in the brain.
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P171: Neural routing: Determination of the fastest flows and fastest routes in brain networks

Speakers: paula.sanz-leon@qimrberghofer.edu.au
Paula Sanz-Leon, Pierpaolo Sorrentino, Fabio Baseline, Rosaria Rucco, Leonardo L Gollo, James A Roberts

Background. Large-scale brain networks (Bullmore and Sporns, 2009) are characterized by global and local functional and structural metrics (Rubinov and Sporns, 2010; Zalesky et al., 2010) that have furthered our understanding of brain function (Fornito et al., 2015). These metrics are based on the idea that information in a network flows along the shortest paths, either topological (Fornito et al., 2013) or geometrical (Seguin et al., 2018). In this work, we propose two functional network connectivity measures based on the physical concept of flow (Townsend and Gong, 2018; Sanz-Leon et al. 2020), encompassing both geometrical and temporal aspects of neural activity. We term the first measure modal fastest flows, a time-averaged representation of the (fastest) flow lines revealing portions of physical space along which a particle (e.g., wave packet, information, spike) would travel at the maximal speed possible. The second measure, fastest neural routes, refers to a dense matrix where the weights are the average transit time a packet of information would take to travel from region 'j' to region 'i'.

Methods: generation of fastest flow lines

We use our neural-flows toolbox (Roberts et al. 2019, Sanz-Leon et al. 2020) to derive flow fields from source-reconstructed MEG data. Fastest flow lines are then generated in 3 steps. First, we estimate flow vectors halfway between pairs of regions, transforming flow vectors into an edge property rather than a nodal property. Second, we trace a flow line starting from j, following the fastest flow to one of its nearest neighbours within a small spherical region. This process is done iteratively until reaching region i, and repeated for every possible region-pairwise combination. Flow lines are the sequences of maximal instantaneous speeds. Third, we average the values of each flow line to produce a matrix of fastest flows between pairs of regions.

Results: modal fastest flows and fastest neural routes.

We time-averaged the modal fastest flows (MFF), into a single matrix of conduction speeds. A comparison between functional connectivity derived from MEG timeseries and our MFF, indicates high similarity, quantified with the correlation matrix distance (cmd) (Herdin et al. 2005) -- 0 if matrices are equal, and 1 if completely different -- and in this case cmd=0.18. Paths highlighted by flow lines are not necessarily the shortest (in physical distance). Thus, we combine MFF with pairwise distance metrics to derive the fastest neural routes of information flow: the euclidean distance between pairs of regions, and the flow line lengths. Distributions of transit times are presented in Fig. 1. Our MFF matrix combined with the fibre length of structural connectome, can be used as a first approximation of heterogeneous time delays [s] in brain networks.
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P172: Spatiotemporal brain waves on resting-state MEG data
Speakers: James Pang

Human brain function relies on the integration and coordination of neuronal activity on multiple scales. Several works have revealed that this is possible through spontaneous or evoked synchronization of activities of neural circuits in the brain, allowing spatially correlated patterns that propagate in time to emerge, known as brain waves [1]. These brain waves have been observed in empirical macroscopic and mesoscopic measurements [2,3] and computational brain network models [4], and have been shown to support various brain functions such as visual perception [5]. However, brain waves are rarely investigated in resting-state experimental settings (i.e., without performing an explicit task).

Here, we investigate large-scale spatiotemporal brain waves in resting-state human magnetoencephalography (MEG), which is becoming a popular imaging modality due to its high spatial and temporal resolution, enabling more accurate analysis of macroscopic brain waves. We use source reconstructed single-subject MEG data projected onto the cortical surface and then decompose the signal into various typical frequency bands from delta to gamma. We find that organized patterns of waves traveling in space and time exist in the resting-state data at the different frequency bands; an example of which is shown in the time snapshots of the alpha-filtered MEG signal in Fig. 1A and the corresponding phase maps in Fig. 1B. Using the methods in [3] for estimating instantaneous phase speeds, we find that, in general, waves with higher temporal frequencies tend to propagate more rapidly (Fig. 1C). In addition, the speeds match those in the literature using other modalities (e.g., electrocorticography in [2]), suggesting the reliability of our analyses. In summary, our work shows that macroscopic brain waves can be observed in resting-state MEG data even for a single subject, enabling the use of MEG alongside computational models in future investigations on how brain waves affect and relate to large-scale brain networks and the emergence of cognition and behavior.
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P173: How energy constraints shape brain dynamics during hypoxia and epileptic seizures
Speakers: Shrey Dutta
Shrey Dutta, James A Roberts

The brain consumes 20% of the body’s energy, 10 times more than predicted by its mass, which makes it highly sensitive to metabolic disturbances [1]. Asphyxia and epileptic seizures disrupt energy and oxygen availability in the brain, leading to pathological activity in the electroencephalogram (EEG) [2-4]. Modelling the bidirectional relationship between brain activity and energy resources is crucial to understand brain disorders where metabolic disturbances are implicated. Most models of brain activity do not explicitly include metabolic variables and so are unable to address dynamical constraints on energy resources. Here, we explore the roles of energy demand and energy supply in Hodgkin-Huxley neurons augmented with the energy resource dynamics of Na+/K+ pumps [4]. Using a small-scale network of excitatory and inhibitory neurons, we show that during high energy demand and low energy supply (extreme hypoxia) the model simulates scale-free burst suppression with asymmetric longer-duration bursts (Figure 1)—similar to empirical EEG from infants recovering from hypoxia. During normal energy demand and low-to-moderate energy supply the model generates several types of epileptic seizures (Figure 1). We also show multiple mechanisms for seizure terminations depending on the magnitude of hypoxia. Seizure termination during low energy supply is due to depletion of local energy resources, while during moderate energy supply ion (Na+ & K+) imbalances terminate the seizure. This suggests that seizure termination due to lack of energy is a potential mechanism for postictal generalised EEG suppression. Our results unify burst suppression during hypoxia and epileptic seizures, and our modelling provides a general platform to study brain pathologies linked with metabolic disturbances.
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**P17: The Impacts of the Connectome on Coupled Networks of Wilson-Cowan Models with Homeostatic Plasticity**

*Speakers: Witen Nicola, Sue Ann Campbell*

We study large networks of Wilson-Cowan neural field systems with homeostatic plasticity. These networks have been known to display rich dynamical states such as a single recurrently coupled, or two cross-coupled nodes [1]. These dynamics include chaos, mixed mode oscillations and chaos, and synchronized chaos, even under these simple connectivity profiles in small networks. Here, we consider these networks with connectomes that display so-called L1 normalization, but are otherwise arbitrary under large network limits. We find that for the majority of classical connectomes considered (Random, Small World), the network displays a large-scale chaotic synchronization to the attractor states and bifurcation sequence of a single recurrently coupled node as in [1]. However, connectomes that display sufficiently large pairs of eigenvalues can trigger multiple Hopf bifurcations which can potentially collide in Torus bifurcations that can destabilize the synchronized, single node attractor solutions. Our analysis demonstrates that for Wilson-Cowan systems with Homeostatic plasticity, the dominant determinant of network activity is not the connectome directly, but rather the connectome's ability to generate large eigenvalues that can induce multiple nearby Hopf bifurcations. If the connectome cannot generate these large pairs of eigenvalues, the dynamics of the network considered become limited to the dynamics of a single recurrently coupled node.


---

**P189: Computationally Going Where Experiments Cannot: A Dynamical Assessment of Dendritic Currents in the Behaving Animal [1]**

*Speakers: Alexandre Guet McCreight, Frances Skinner*

Though the electrophysiology techniques that we use to probe neuronal function have made large advancements, neuronal function remains shrouded in mystery. Little is known about the current contributions that govern cell excitability across different neuronal subtypes and their dendritic compartments *in vivo*. The picture that we do have is largely based on somatic recordings performed *in vitro*.

Uncovering dendritic current contributions in neuron subtypes that represent a minority of the neuronal population is not currently a feasible task using purely experimental means. Thus, we employ morphologically-detailed multi-compartment models, and specifically, we use two models of a specific type of inhibitory interneuron, the oriens lacunosum moleculare (OLM) cell. The OLM cell is a well-studied cell type in CA1 hippocampus that is important in gating sensory and contextual information.

We use these models to assess the current contribution profile across the different somatic and dendritic compartments of the models in the presence of levels of synaptic bombardment that would occur *in vivo* and compare them to corresponding *in vitro* scenarios with somatic current injections that generate the same spike rates. Using this approach, we identify changes in dendritic excitability, current contributions, and current co-activation patterns.

We find that during *in vivo*-like scenarios the relative timing between different channel current activation patterns and voltage are preserved. On the other hand, when compared across morphological compartments, current and voltage signals were more decorrelated during *in vivo*-like scenarios, suggesting decreased signal propagation. We also observe that changes do occur during *in vivo*-like scenarios on the level of relative current contribution profiles. More specifically, in addition to shifts in the relative balances of currents that are most active during spikes, we report robust enhancements in dendritic hyperpolarization-activated cyclic nucleotide-gated channel (HCN, or h-current) activation during *in vivo*-like contexts. This suggests that dendritically-located h-channels are functionally important in altering signal propagation in the behaving animal.

Understanding the circuits of recognition is essential to build a deeper understanding of virtually all of the brains behaviors and circuits.

The goal of this work is to capture simultaneous findings on both the neural and behavioral levels, namely Network Wide Bursting (NWB) dynamics with surprise (unexpected inputs), using a hypothesized recognition circuit based on the idea of homeostasis flow.

If real neural brains at a resting state are presented with an unexpected or new stimulus, the brain network shows a fast network-wide increase in activation (NWB of many neurons) followed by a slower inhibition, until the network settles again to a resting state. Bursting phenomena during recognition is found ubiquitously in virtually every type of organism, within isolated brain dissections and even neural tissue grown in a dish (Fig. 1). Its source and function remain poorly understood. Behavioral manifestation of surprise can be observed if the input is much unexpected and may involve multiple brain regions.

The homeostatic flow model posits that activation from inputs is balanced with top down pre-synaptic regulatory feedback from output neurons. Information is projected from inputs to outputs with forward connections then back to inputs with backwards homeostatic connections which inhibits the inputs. This effectively acts to balance the inputs & outputs (homeostasis) and generates an internal error-dependent input. This homeostatic input is then projected again to outputs and back again until output values relate recognition. This occurs during recognition and no weights are learned.

When a surprise or unexpected input stimulus is presented, NWB occurs because the homeostatic balance is disturbed with the new stimulus. The system subsequently calms down as it settles back to a new homeostasis.

In comparing to existing models, this circuit is different from Adaptive Resonance Theory because: 1) no lateral connections are required (inhibitory or otherwise) 2) all neurons feed backwards pre-synaptically at the same time 3) there is no vigilance parameter. It is different from Hopfield networks because instead of top-down feedback being positive, it is negative (inhibitory & homeostatic). This changes the functions and dynamics of the model making it stable: its dynamics eventually converge to steady state as long as inputs do not change.

The homeostatic feedback should not be confused with error of learning algorithms since: 1) it is implemented during recognition 2) does not adjust any weights at any time 3) not generated using training data. It is different from generative and predictive coding models because 1) it is primarily used during recognition not learning 2) the generative and recognition components are inseparable and contained within a single integrated homeostatic circuit.

The network is connectionist but approximates a Bayesian network by: 1) homeostatic weights are roughly equivalent to Bayesian likelihood values 2) output values can behave as Bayesian priors if they are maintained externally or if inputs suddenly change. Maintaining priors changes circuit recognition and dynamics without changing weights.

Learning can achieved with simple Hebbian learning, obtaining weights that are similar to Bayesian likelihood. Both directions of the homeostatic process learn the same weights. Single layer learning is demonstrated with standard MNIST digits while capturing the neural findings of NWB.
Neocortical activity is characterized by the presence of low-dimensional fluctuations in firing rate that are coordinated across neurons [1]. Despite a wealth of experiments and models, the role of low-dimensional fluctuations remains unclear, in part due to limited data analysis techniques. While several approaches exist to perform dimensionality reduction [2], there is a lack of methods designed to extract frequency-specific, low-dimensional fluctuations from neural signals. This is true even with methods aimed at finding rotational structure in PCA [3], as these approaches suffer from a lack of frequency-specific separation of components.

Here, we describe a technique termed frequency-separated principal components analysis (FS-PCA) that addresses this issue. This talk is organized as a tutorial where we first show toy examples that apply FS-PCA to artificial signals. Then, we provide an application of FS-PCA to both spontaneous and evoked cortical activity. Finally, we discuss the interpretation, limitations, and possible extensions of this technique to problems in systems neuroscience.

FS-PCA is based on recent theoretical advances on the eigenspectrum of Hankel matrices [4]. As a first example, we consider a sine wave with added zero-mean Gaussian noise (Fig.1a). We show that this signal can be converted to a Hankel matrix (Fig.1b) whose eigenspectrum contains $2f + 1$ largest eigenvalues, where $f$ is the number of characteristic frequencies of the original signal. The reconstructed signal obtained from FS-PCA closely matches the amplitude, phase, and frequency of the original signal (Fig.1c).

Next, we apply FS-PCA to population recordings from macaque V1 cortex. We show that the first dimension of the reconstructed signal captures the slow, low- frequency fluctuations in mean population activity observed over time (Fig.1d, red line). Adding further dimensions markedly improves the reconstruction of population activity (Fig.1d, blue line). Overall, ranked eigenvalues obtained from FS-PCA followed an approximate power-law where the highest ranked dimensions captured a large proportion of the data (Fig.1e). In turn, highest- ranked dimensions had a lower characteristic frequency than lower dimensions (Fig.1e, inset). In sum, these results suggest that while a broad spectrum of frequencies contributed to population activity, fluctuations in spontaneous activity were dominated by low-frequency components.

Convolutional neural networks (CNNs) have become the state-of-the-art for image classification and object detection tasks, as they have the ability to combine appearance features in a scene. CNNs used for detection and classification tasks primarily process single static images to combine the features. In a manner similar to biological brains, some neural networks also utilise motion as complementary information to aid object detection tasks. However, unlike the brain, these networks rarely classify ‘moving objects’ in a scene. Our research analyses a neural network’s ability to detect unique motion cues in scenes without any appearance, to understand the limits for neural networks to process motion information. We generated variant CNN models to understand different architectures that can process motion information and built a recurrent CNN with information skip layers for our experiments. By comparing our network’s detection rates against psychophysical stimuli used in human experiments, we found the neural network and humans both struggled to correctly detect unique motion in similar conditions. When trained for detecting higher orders of motion, stimuli observable by even small insects, the network responded strongly to the order of motion for which it was trained against, and was, for the majority, unresponsive to the other motion orders. To further test the ability of motion detection in neural networks, we trained a neural network against detecting repeating spatio-temporal signals inside a scene of random noise. The results from our experiments show that alongside convolutional neural networks’ success in detecting appearance features for object classification, they are able to detect motion without appearance. With the understanding of similarities to biological brains and limitations in which these neural networks perform fundamental vision tasks like motion detection, we will have a better understanding of a network’s suitability for real-world applications.
Bayesian Model for Multisensory Integration and Segregation

Xiangyu Ma1, He Wang1, Min Yan1, Wen-Hao Zhang2, and K. Y. Michael Wong1

1Hong Kong University of Science and Technology
2University of Pittsburgh

The brain processes information from different sensory modalities in our daily routine, and the neural system should have the ability to distinguish whether different signals originate from the same source. Experimental data suggested that the brain can integrate visual and vestibular cues to infer heading-direction according to Bayesian prediction. In the dorsal medial superior temporal (MSTd) area and the ventral intraparietal (VIP) area, there exist two types of neurons, congruent and opposite neurons. By focusing on a prior distribution of stimuli that is fully correlated, a recent work by Zhang et al. suggested that those two distinct types of neurons have complementary roles in multisensory integration and segregation. In the proposed distributed network architecture, cues of different modalities are processed by different modules, but the modules are reciprocally connected. Congruent neurons of given preferred stimuli in one module are connected to the congruent neurons in the other module with similar preferred stimuli. In contrast, opposite neurons of given preferred stimuli in the two modules are connected to their counterparts with opposite preferred stimuli. This facilitates the congruent neurons to yield Bayesian posterior estimates of multisensory integration in a broad range of parameters, and the opposite neurons to provide signals dependent on cue disparity, enabling the segregation of cues in subsequent processing. However, in the previous model, there are parameter ranges that the inference can only be approximately Bayesian. Hence, in this work, we will approach the dynamics analytically and propose improvements for achieving more accurate Bayesian inference.

Furthermore, the Bayes-optimality in the previous work was based on a prior distribution of stimuli that is fully correlated, whereas in practice, there are many other scenarios described by priors with more than one components. For example, studies in causal inference consider prior distributions with a correlated and an independent component. In the second part of our work, we propose a neural circuit with additional modules to tackle these cases. In addition, we further illustrate that the network encodes strong evidence for the correlations between the prior information and the network structure. Finally, we discuss how the Bayes factor reveals the potential of our network model as a decision making neural circuit for causal inference.
In prospect theory, loss aversion is one important parameter that modulate one’s decision in involving risk. Previous studies find that amygdala activity is related to the degree of loss aversion during the action-selection processes. In this study, we examine the brain response associated with decision outcome and how that varies across subjects with different degrees of loss aversion. We expect that people with high loss aversion experience stronger emotional impact when receiving a negative outcome after taking risk. We hypothesize a person’s degree of loss aversion could be reflected by the BOLD contrast across decision outcomes. To test this hypothesis, we recorded and analysed the fMRI data of twenty-one participants (10 males and 11 females; Mage = 17.9 ± 0.75) during the Loss Aversion Task (LAT) [1]. The LAT was implemented with a rapid event-related design in which participants were given two options: NoGamble option with a guaranteed outcome and Gamble with 50% chance of getting a better-than-NoGamble outcome and 50% chance of getting a worse-than-NoGamble outcome (Fig. 1A). The utility of the two options varied so that one option has higher or equal utility respect to another. Participants were presented with a feedback indicating the outcome. Loss aversion coefficient (lambda; \( \lambda = -\beta_{loss} / \beta_{gain} \)) is estimated by fitting the behavioural responses to the logistic function. A higher lambda value indicates stronger loss aversion, with \( \lambda = 1 \) meaning equal weight for gain and loss. We find feedback-related activities at medial prefrontal cortex (mPFC) but find no significant difference among the valence of feedback (gain, loss, no-gain/loss). Condition contrasts reveal that the activity of the left posterior insular cortex during gambling loss relative to guaranteed loss is negatively correlated with participants’ lambda (Fig. 1B). In the other words, gambling loss elicit stronger insula response relative to guaranteed loss in participants with lower lambda, while those with higher lambda do not differentiate between gambling and guaranteed loss. The insular cortex potentially increases the sensitivity of the anticipated loss, or alternatively, reduces the sensitivity to the gamble loss [2]. Both interpretations lead to the likelihood a person choose to take risk in a long run given both gambling loss and guaranteed loss had similar subjective value in the past. In conclusion, the individual difference in loss aversion could be capture by condition contrasts in a LAT and gives insight to the model of outcome-value encoding. References 1. Tom SM, Fox CR, Trepel C, Poldrack RA. The neural basis of loss aversion in decision-making under risk. Science. 2007, 315(5811): p. 515-518. 2. Canessa N, Crespi C, Baud-Bovy G, Dodich A, Falini A, Antonellis G, Cappa SF. Neural markers of loss aversion in resting-state brain activity. NeuroImage. 2017,146: p. 257-265.
Reciprocally connected pairs (RCPs) of neurons are the simplest structural motif in neuronal networks. More complex structural motifs are composed of three or more neurons. RCPs are formed by reciprocal synapses, and represent local microcircuits that can act as feedback loops. Evidence of the ubiquitous presence of RCPs in the central nervous system of different animals is well-established. Statistical analysis of connections between principal cortical cells has shown that RCPs are overrepresented in the somatosensory cortex, neocortex, and olfactory bulb. RCPs are also overrepresented in the neuronal network of the nematode _Caenorhabditis elegans_ [1].

In this work we analyse reciprocal chemical connections between pairs of neurons in the neuronal network of the _C. elegans_, using data from the WormWiring Project. First, our analysis of the chemical connectome shows that even if all unidirectional connections are removed, 64.9% of the 382 neurons remain in a strongly connected component, where they are reachable from each other through sequences of reciprocal connections. This result shows reciprocal connections provide communication between most neurons in the _C. elegans_. Second, our comparison of the synaptic multiplicity of unidirectional connections and reciprocal connections has revealed that the average multiplicity of reciprocal connections is larger than the average multiplicity of unidirectional connections, see Fig. 1. The probability that a reciprocal connection has a large multiplicity (from 10 to 160) is higher than the probability that a unidirectional connection has the same large multiplicity (see the inset in Fig. 1). The origin of this enhanced multiplicity among reciprocal connections is unclear. RCPs have, for example, been implicated in memory formation within different brain areas, as discussed in [4]. Since the formation of long-term memory results in an increase in the number of dendritic spines on neurons that are part of a memory engram, it is possible that this mechanism also plays a role in the enhanced multiplicity of reciprocal connections in the _C. elegans_.

Third, we also found correlations between the total number of synapses projecting onto postsynaptic neurons _s in_ and the number of presynaptic neurons _q in_, where _s in_ ~ ( _q in_ ) ^ _a_ with _a_ = 1.4. We found that if only synapses between RCPs are considered, then these correlations are weaker with _a_ = 1.1. One can conclude that these correlations are due to unidirectional connections. A similar correlation was also found between the total number of synapses _s out_ projecting from presynaptic neurons and the number of postsynaptic neurons _q out_ : _s out_ ~ ( _q out_ ) ^ _b_ with _b_ = 1.2. The mechanisms behind these correlations are unknown.

Our findings on the high multiplicity of reciprocal connections and power-law correlations between the total number of afferent and efferent synapses and the number of pre- and post-synaptic neurons, respectively, provide evidence that reciprocal connections are not the result of random linking between neurons. Although the mechanisms behind these correlations are currently unclear, our results suggest the appearance of RCPs may be dictated by unknown rules that determine the development and functioning of the _C. elegans_ nervous system, and require further experimental and theoretical investigation.

Characterizing the functions of neurons in visual cortex is a central problem in visual sensory processing. Along the ventral visual pathway, functions of the neurons in the cortical area V4 are less understood compared to early visual areas V1 and V2. This is primarily because of V4 neurons’ highly nonlinear response properties. As a consequence, building predictive models for these neurons has been one of the challenging tasks in computational neuroscience.

Recently, models based on convolutional neural networks (CNNs) have shown promise in predicting the activity of V4 neurons. More importantly, interpreting CNN-based models has offered tools to understand V4 neurons’ functional properties through visualizing their pattern selectivity. These interpretations, however, are based on models with hundreds of convolutional filters. Therefore, it is challenging to present a sparse set of filter bases to model each V4 neuron. To address this limitation, we propose two algorithms to remove redundant filters in the CNN-based models of V4 neurons. First, CAR compression that prunes filters from the CNN based on the filter’s contribution to the image classification accuracy. CAR is a greedy compression scheme to obtain smaller and more interpretable CNNs, while achieving close to original accuracy. Second, RAR compression that prunes filters based on their contribution to the neural response prediction accuracy. Both CAR and RAR provide a new set of simpler accurate models for V4 neurons. These models achieve almost similar (for CAR) or higher (for RAR) accuracy compared to the original model. Using the compressed models, we are able to find a sparse set of filters that accurately model V4 neurons. We identify and visualize a total of 25 filters in AlexNet that accurately model V4 neurons in non-human primates. The features extracted by these 25 filters can predict the spike rates of 71 V4 neurons with an average correlation coefficient of 51%. By visualizing the patterns selected by these models, we further demonstrate that V4 neurons are modeled via curvature or texture filters, as well as other more complicated filters. Our results present one of the first efforts to bridge between large-scale convolutional models of neurons and interpretable sparse networks.
Extracellular spike waveforms from recordings in the visual cortex have been classified into either regular spiking (RS) or fast spiking (FS) units, which are commonly associated with excitatory and inhibitory neurons, respectively. While both these types of spike waveforms are negative-dominant, we show that there are also distinct classes with positive-dominant waveforms, which are not regularly reported. The spatial receptive fields (RFs) of these different spike waveform types were estimated and we found that each spike type had distinctly different RF structure.

In this study, we systematically classified 1,225 single units (SUs) in cat visual area 17 (V1) into five categories by the shape of their spike waveforms: RS units (53%, n = 645) which are biphasic, have a dominant negative peak, and a slow declining slope at the end of the waveform; FS units (18%, n = 226) which are biphasic, have a dominant negative peak, and a fast declining slope at the end of the waveform; triphasic spiking units (TS, 10%, n = 122) which have a positive first peak that is >10% of the negative peak, followed by a large negative peak and then a smaller positive peak; compound spiking units (CS, 7%, n = 82) which are also triphasic but with a significantly longer waveform; and positive spiking units (PS, 12%, n = 150) which have a positive peak greater than the negative peak.

Of these 1,225 SUs, 341 had their spatial RFs estimated as the spatial filters in a powerful model-based analysis method to objectively determine the RF characteristics of the recorded units, which revealed the existence of non-oriented and blob-like (orientation bandwidth > 110°) and oriented and Gabor-like RFs (orientation bandwidth < 90°). RS and FS units had mostly oriented RFs (94%, and 96%, respectively), TS and CS units have an even mixture of both RF types (47% oriented and 53% non-oriented, and 56% oriented and 44% non-oriented, respectively), while PS units had mostly non-oriented RFs (83% blob-like).

Units with non-oriented RFs have similar spatial structures to the centre-surround RFs reported in the thalamus, suggesting that units with non-oriented RFs could have originated from the sub-cortical area. We calculated several response properties that are statistically distinguishable between cortical and thalamic neural populations: spike-rate, burstiness, and response latency. On average, PS units had significantly higher spike-rate (t-test, p < 0.01), significantly higher proportion of burst spikes (p < 0.001), and significantly shorter response latency (p < 0.001) to RS and FS units. We also recorded from V1 before and after the application of muscimol (a cortical silencer) and found that PS units remained while RS and FS units did not.

Thus, our results suggest that PS units, which have mostly non-oriented RFs, thalamic-like response properties and remain after cortical silencing, are recordings of axons originating from the thalamus. RS and FS units correspond to cortical neurons, which have mostly orientated RFs and do not remain after cortical silencing. Our results suggest that cortically implanted electrodes are able to record activity simultaneously from thalamic axon afferents and from the somas of cortical neurons, thus allowing us to assess connectivity between two brain areas while only recording from one area.
**Introduction:**

No two brains are alike. Neuroimaging can be used to elucidate the neural basis of human identity and to map neural correlates of human behavior and cognition. While most neuroimaging features are commonly studied in the highest resolution provided by the scanner, brain connectivity studies are traditionally conducted in a lower resolution of a predefined atlas. The aim of this study was to contrast the identification (fingerprinting) and behavior prediction capabilities of the atlas-based brain networks with a novel ultra-high-resolution model of brain networks. This comparison will explore the potential gains of conducting brain connectivity analyses in a higher resolution.

**Methods:**

We analyzed neuroimaging and behavioral data acquired from 1000 individuals participating in the Human Connectome Project (HCP). These individuals formed a "test" group. A repeated MRI scan on a different day from 42 of these individuals formed a "retest" group. Structural connectivity was mapped using probabilistic tractography of Diffusion MRI. Functional connectivity was mapped using resting-state functional MRI. Additionally, surface maps for cortical measures of Thickness, curvature, sulcal depth, and myelination were sourced from the HCP. Hence each scan was associated with 6 different neuroimaging characteristics of structure, morphology, and connectivity, each of which was mapped at the higher resolution of vertices (~32,000 nodes per hemisphere), as well as regions comprising an established atlas (180 regions per hemisphere) yielding 12 total measures.

For each measure, a similarity metric for all scan pairs was computed. This similarity information was used to quantify the extent of identifiable information captured by neuroimaging measures. We computed the effect size difference in intra- and inter-subject similarity distributions as an identifiability metric. Hence, higher effect size differences translated to higher precision in identification. To capture the extent of behavioral associations of every measure, Independent component analysis was used to decompose 109 behavioral measures sourced from HCP to five core continuous dimensions, characterizing cognitive performance, illicit substance use, tobacco use, personality-emotion traits, and mental health. Variance component modeling was used to evaluate the extent to which each neuroimaging measure could explain individual variation in each behavioral dimension.

**Results:**

Comparing the correlates of neural identity and behavior in atlas-based models with the ultra-high-resolution alternative revealed the extent of information gain achieved by the increase in spatial resolution (Fig.1). Our findings show behavioral associations of all neuroimaging modalities significantly increased as a result of the increase in spatial resolution. In particular, behavior associations of structural connectivity, functional connectivity, and cortical thickness benefitted the most from ultra-high-resolution analyses. The neural correlates of individual identity were also better detected in higher resolution, especially for structural connectivity and all measures of morphology (cortical curvature, thickness, and sulcal depth). The identification improvements of functional connectivity and myelination were minimal. We proposed a novel model of high-resolution structural brain networks that surpasses the ability of atlas-based alternatives in both identification and behavior explanation of individuals.
Mindfulness training (MT) involves paying attention to the present and increasing awareness of one’s thoughts and emotions without judgment and has become a promising intervention for promoting health and well-being. Neuroimaging studies have shown its beneficial effects on brain functional activity, connectivity, and structures [1-3]. A series of RCTs indicated that one form of MT, integrative body-mind training (IBMT) induces brain functional and structural changes in region related to self-control networks such as the anterior cingulate cortex (ACC) after 2-10 h of practice [1-3]. However, whether MT could change brain metabolism in the ACC remains unexplored. Utilizing a non-invasive proton magnetic resonance spectroscopy (MRS), we conducted the first pilot study investigating whether brief IBMT could change the excitatory and inhibitory responses of neurotransmitters within the ACC [1-3]. Nine healthy college students completed ten 1-hour IBMT sessions within 2-week and brain metabolism were assessed before and after using a 3T Siemens Prisma scanner. Following survey imaging and T1-weighted structural imaging, single-voxel point-resolved spectroscopy (PRESS) was conducted for estimating the metabolite concentrations in 2 regions - rostral and dorsal ACC based on prior literature [1-4]. PRESS scan parameters included TR 2s, TE 90 ms, sweep width 2.5 kHz, 1024 sampling points, and 256 signal averages. Water suppression and B0 shimming up to second order were performed with the vendor-supplied tools. Reference water signal was acquired for eddy current compensation, multi-channel combination, and metabolite quantification. Spectral fitting was performed with LCModel software [5], using in-house basis spectra of metabolites which were calculated incorporating the PRESS slice selective RF and gradient pulses. The spectral fitting was performed between 0.5-4.0 ppm. After correcting the LCModel estimates of metabolite signals for the T2 relaxation effects using published T2 values [6], the millimolar concentrations of metabolites were calculated with reference to water at 42 M. Paired t-tests were performed to examine changes. Results indicated a significant increase in glutamate metabolism (t = 3.24, p=0.012), as well as Glx (glutamate + glutamine) (t = 2.44, p=0.041) in the rostral ACC. Results indicate that MT may not only increase ACC activity, but also may induce neurochemical changes in regions of self-control networks, suggesting a potential mechanism of MT’s effects on disorders such as addiction and schizophrenia, which often involve the dysfunction of glutamatergic system (i.e. lower glutamate metabolism).
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Understanding the recurrent dynamics of cortical circuits engaged in complex tasks is one of the central questions in computational neuroscience. Most of recent studies train the output of recurrent models to perform cognitive or motor tasks and investigate if the recurrent dynamics emerging from task-driven learning can explain neuronal data. However, the possible range of recurrent dynamics that can be realized within a recurrent model after learning, particularly in a spiking neural network, is not well understood. In this study, we focus on investigating spiking network’s capability to learn recurrent dynamics and characterize the learning capacity in terms of network size, intrinsic synaptic decay time and target decay time. We find that, by modifying recurrent synaptic weights, spiking networks can generate arbitrarily complex recurrent patterns if (1) the target patterns can be produced self-consistently, (2) the synaptic dynamics are fast enough to track the targets, and (3) the number of neurons in the network is large enough for noisy postsynaptic currents to approximate the targets. We examine spiking network’s learning capacity analytically and corroborate the predictions by training spiking networks to learn arbitrary patterns and in-vivo cortical activity. Furthermore, we show that a trained network can operate in balanced state if the total excitatory and inhibitory synaptic weights to each neuron are constrained to preserve the balanced network structure. Under such synaptic constraints, the trained network generates spikes at the desired rate with large trial-to-trial variability and exhibits paradoxical features of inhibition-stabilized network.

These results show that spiking neural networks with fast synapses and a large number of neurons can generate arbitrarily complex dynamics. When learning is not optimal, our findings can suggest potential sources of learning errors. Moreover, networks can be trained in dynamic regime relevant to cortical circuits.
Sensation of noxious cold stimuli plays an essential role in the survival of organisms. Adequate perception of certain characteristics of cold stimuli is necessary for appropriate behavioral responses for body protection. There exist primary cold-sensing neurons that encode distinct information about the cold thermal stimulus: the rate of temperature decrease and absolute temperature coding. Here, we focus on the roles of different ion channels in the cold temperature coding of the _Drosophila_ larva. We investigate dynamics of the Class III (CIII) somatosensory neurons.

They trigger a stereotypic cold-evoked behavior, a full-body contraction (CT). We combined computational neuroscience, genetic, and electrophysiological methods to develop a biophysical model of CIII neurons. Our computational model includes ionic currents implicated by transcriptomic data of ion channels expression in CIII neurons. We implement these currents using the gating characteristics of _Drosophila_ Na+ and K+ channels obtained from the experimental literature using patch-clamp data [1,2]. We consider three subsystems (1) fast spike-generating subsystem, (2) moderately slow pattern-generating subsystem, and (3) slow thermotransduction subsystem.

We investigated the role of these subsystems in temperature coding. Using the slow-fast decomposition approach, we isolated the fast spike-generating subsystem (a CIII reduced model). We systematically varied two parameters, the temperature (T) and Gleak, classified observed regimes of activity and mapped them on the plane (T,Gleak). The model exhibits a wide spectrum of regimes: spiking, bursting, and silenced. Analysis of a model including a moderately slow pattern-generating subsystem unveiled a slow bursting activity pattern of the CIII model. This regime requires the participation of Ca2+-activated K+ currents at noxious cold temperatures and an increased level of intracellular Ca2+. Similar burst and pause activity pattern was implicated in encoding noxious heat stimuli by the heat-sensitive _Drosophila_ CIV neurons. We investigated a full model including the TRP channels representing the slow thermotransduction subsystem. We show that they play the key roles in coding of noxious cold temperature and encoding rate of temperature decrease. Our model qualitatively reproduces the temporal properties of the recordings from Trpm, Pkd2, and TRPA1 knock-down animals. In agreement with these experimental results, the corresponding models of TRP mutant CIII neurons (1) show decreased averaged cold-evoked firing rate and (2) diminished peak of firing rate in response to fast temperature change relative to controls. Studying the role of ion channels subsystems helped us classify possible regimes of activity and transitions between them, understand the complex dynamics of the cold-sensing neuron and putative mechanisms of encoding sensory information.

Acknowledgments

This research was supported by NIH grants 1R01NS115209 (DNC and GC) and 2R01NS086082 (DNC) and GSU B&B Grant (DNC).

****

References


**Introduction:**

The brain switches between cognitive states at a high speed by rearranging interactions between distant brain regions. Using analyses of brain dynamics neuroimaging researchers were able to further describe this dynamical brain-behavior relationship. However, the diversity of methodological choices for the brain dynamics analyses impedes comparisons between studies of brain dynamics, reducing their reproducibility and generalizability. A key choice constitutes deciding on the spatiotemporal scale of the analysis, which includes both the number of regions (spatial scale) as well as the sampling rate (temporal scale). Choosing a suboptimal scale might either lead to loss of information or inefficient analyses with increase of noise. Therefore, the aim of this study was to assess the effect of different spatiotemporal scales on analyses of brain dynamics and to determine which spatiotemporal scale would retrieve the most relevant information on dynamic spatiotemporal patterns of brain regions.

**Methods:**

We compared the effect of different spatiotemporal scales on the information content of the evolution of spatiotemporal patterns using empirical as well as simulated timeseries. Empirical timeseries were extracted from the Human connectome project [Van Essen et al., 2013]. We then created a whole-brain mean-field model of neural activity [Deco et al., 2013] resembling the key properties of the empirical data by fitting the global synchronization level and measures of dynamical functional connectivity. This resulted in different spatiotemporal with spatial scales from 100 to 900 regions and varying temporal scales from milliseconds to seconds. With a variation of an eigenvalue analysis [Deco et al., 2019], we estimated the number of spatiotemporal patterns over time and then extracted these patterns with an independent component analysis. The evolution of these patterns was then compared between scales in regard to the richness of switching activity (corrected for the number of patterns in total) using the measure of entropy. Given the probability of the occurrence of a pattern over time, we defined the entropy as a function of the probability of patterns.

**Results:**

Using the entropy measure, we were able to specify both optimal and temporal scales for the evolution of spatiotemporal patterns (fig. 1). The entropy followed an inverted U-shaped function with the highest value at an intermediate parcellation of n = 300. The entropy was highest at a temporal scale of around 200 ms.

**Conclusions and discussion:**

We have investigated which spatiotemporal scale contained the highest information content for brain dynamics analyses. By combining whole-brain computational modelling with an estimation of the number of resulting patterns, we were able to analyze whole-brain dynamics in different spatial and temporal scales. From a probabilistic perspective, we explored the entropy of the probability of resulting brain patterns, which was highest at a parcellation of n = 300. Our results indicate that although more spatiotemporal patterns with increased heterogeneity are found with higher parcellations, the most relevant information on brain dynamics is captured when using a spatial scale of n = 200 and a temporal scale of 200 ms. Our results therefore provide guidance for researchers on choosing the optimal spatiotemporal scale in studies of brain dynamics.
There is a striking correlation between overt oculomotor behavior and neurophysiological processing in critical oculomotor substrates like the superior colliculus (SC). During oculomotor target selection, unresolved activation [1] or suppression [2] at a competing distractor locus in the epoch ~30 ms prior to saccade initiation elicits saccades curved towards or away from the distractor (respectively). We therefore developed a non-invasive technique to measure the time course of excitatory and inhibitory activity encoding a distractor in which human saccade curvature is modeled as a function of saccade-distractor onset asynchrony (SDOA): the time between the transient onset of a task irrelevant distractor and the initiation of a saccade to a target [3]. The distractor processing time course observed using the this technique was closely aligned to the time course of visuomotor neural activity in SC during target selection [4] and we observed time course differences between luminance- and color-modulated distractors that were also in alignment with SC visuomotor cell activity [5].

We expanded the SDOA technique to examine oculomotor processing of complex objects during a perceptual discrimination saccade-task with varied visual similarity between distractors and targets. We saw that the latency of the initial excitatory response was ~60 ms longer for these complicated, task-relevant objects than for the task irrelevant distractors with simple visual features [3]. We also saw differences in the excitatory processing time course for the complex objects, which has critical implications for theories of oculomotor target selection processing. We developed additional analytic techniques that estimate the latency of excitatory processing independent of saccade curvature modeling, which provided consistent temporal estimates. The first analysis examined target selection accuracy as a function of distractor processing time and showed that prior to the estimated time of distractor information being projected into the oculomotor substrates, target selection was guided exclusively by the target representation. The second analysis examined the frequency of saccades as a function of SDOA and demonstrated that immediately after the estimated time of excitatory activity encoding the distractor, there is a transient drop in the likelihood of making a saccade, mirroring the effects of flash suppression. This work confirms the validity of our non-invasive chronometric technique and our original interpretation of it, while also illustrating that SDOA saccade curvature modeling is applicable to more complicated oculomotor target selection contexts.

References


Neurons use their complex dendritic tree to integrate complex spatio-temporal patterns of incoming signals. The nonlinear interactions of spikes along the bifurcating branches allows the neuron to perform dendritic computations [1]. While models often aim to realistically simulate the complicated chemical properties of these signals, they often do this at the cost of simplifying the spatial structure to one (e.g., Hodgkin Huxley, integrate-and-fire) [2] or few compartments [3]. These simplified structures do not accurately represent the morphology, and thus it is not possible to infer how the dendritic structure can shape a neuron’s output.

Here, we used detailed neuron reconstructions from the online database NeuroMorpho.Org [4]. Each neuron is made up of one somatic compartment and up to 10,000 dendritic compartments. By treating these compartments as an excitable network [5, 6], we could apply a simple discrete model of dendritic spike propagation to investigate how the morphology affects the firing behavior of a neuron.

Our approach allows for a detailed analysis of the neuron’s dendritic activity pattern. For example, we can generate spatial heatmaps of firing rate, revealing a significant spatial dependence of dynamics. By comparing the compartmental activity for different strengths of external stimulus, we can investigate the dynamic range – over what range of input strength a compartment’s firing rate is varied the most. We find that dendritic bifurcations boost the local dynamic range. Thus, a soma located in densely bifurcated regions tends to have large dynamic ranges.

Identifying how effectively a neuron utilizes its dendritic tree to amplify stimuli can be achieved by comparing the average dendritic compartment activity against how often the soma fires. Since it takes energy to control the ion channels responsible for dendritic spikes, we call this ratio the relative energy consumption of the neuron. If it is 1, the neuron is inefficient. We identified two morphological features – the number of somatic branches, and the centrality of the soma – that can be used to categorize the energy behavior of neurons (Fig. 1).

The classification scheme we have proposed provides an important testable basis in explaining structural differences across neurons. For example, depending on the required computational function, certain features of the dendritic tree would be more favorable. Our model can be applied to any of the 100,000+ reconstructions available at NeuroMorpho.Org, and can be extended to investigate the effect of changes in dendritic structure.
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As part of the monitoring of medication-resistant epilepsy before resective surgeries, patients are implanted with electrocorticography (ECoG) electrode arrays placed on the surface of the cortex or stereotactic electroencephalography (SEEG) depth electrodes penetrating the cortex. Both recording modalities measure local field potentials (LFPs) from their respective target locations. The patients are occasionally recruited to voluntarily participate in brain-computer interface (BCI) research. In recent years, ECoG-based BCIs have demonstrated long-term reliable decoding of various cortical processes involved in mental imagery tasks. Despite similarities in terms of clinical application and decoding strategies, SEEG-based BCIs have been the focus of only a limited number of studies. While the sparsity of their cortical coverage represents a disadvantage, SEEG depth electrodes have the potential to target bilateral combinations of deeper brain structures that are inaccessible with ECoG [1]. Here, we propose a framework for SEEG-based BCIs to identify discriminative recording sites for decoding imagined speech. Four patients with epilepsy were implanted with 7 to 11 SEEG depth electrodes, each consisting of 8 to 15 recording sites. Electrode placement and duration of monitoring were solely based on the requirements of clinical evaluation. Signals were amplified and recorded at a sampling rate of 5 kHz. The task consisted of listening to utterances and producing overt and covert (imagined) utterances of a selection of 20 monosyllabic English words made up of all combinations of five consonant patterns (/b_t/, /m_n/, /r_d/, /s_t/, /t_n/) and four vowels (/æ/, /ɛ/, /i:, /u:/). We determined the relative importance of recording sites based on classification accuracies obtained from features extracted at the corresponding electrode locations. Each trial was associated with a label (consonant pattern or vowel) and a set of features consisting of normalized log-transformed power spectral densities at different time points and selected frequency bands: delta (1-4 Hz), theta (4-8 Hz), alpha (8-12 Hz), beta (12-30 Hz), gamma 1 (30-45 Hz), gamma 2 (55-95 Hz), gamma 3 (105-145 Hz), and gamma 4 (155-195 Hz). A pair-wise classification model using logistic regression was used to predict the labels. Parameters were trained for different combinations of recording sites, as well as each condition (listening, overt, covert), patient, and pair of labels separately. The mean classification rate across all pairs of labels was calculated to quantify the discriminative power of individual and combined recording sites. Our results consistently show across all patients that relevant depth electrodes for decoding imagined speech are found in both left and right superior temporal gyrus. Anatomical analyses of these electrode locations revealed that recording sites in the grey matter were the most discriminative. This is in line with previous studies of speech BCIs [2]. In addition to providing a better understanding of the neural processes underlying imagined speech, our practical framework may be applied to reduce feature dimensionality and computational cost while improving accuracy in real-time SEEG-based BCI applications. References 1. Herff, C., Krusienski, D., & Kubben, P. (2020). Frontiers in Neuroscience, 14, 123. 2. Cooney, C., Folli, R., & Coyle, D. (2018). iScience, 8, 103.
Epilepsy affects an estimated fifty million people worldwide. Approximately one third do not respond to anti-epileptic medication and are therefore potential candidates for alternative treatments such as epilepsy surgery. Surgery aims to remove the epileptogenic zone (EZ), the brain area responsible for the generation of seizures. Epilepsy surgery is thus preceded by an evaluation to determine the location of the EZ. A number of brain imaging modalities may be used in this evaluation, namely scalp electroencephalography (EEG) and magnetic resonance imaging (MRI), possibly followed by invasive intracranial EEG. The effectiveness of intracranial EEG to inform epilepsy surgery depends on where electrodes are implanted. This decision is informed by noninvasive recording modalities such as scalp EEG. The decision is frequently not trivial because scalp EEG may provide inconclusive or even contradictory predictions of the EZ location. A poor hypothesis based on noninvasive data may lead to an incorrect placement of intracranial electrodes, which in turn may make surgery ill-advised and potentially unsuccessful if performed [1].

Here we propose a framework to interrogate scalp EEG and determine epilepsy lateralization to aid in electrode implantation [2]. We used eLORETA to map source activities from seizure epochs recorded from scalp EEG and obtained functional networks using the phase-locking value (PLV). The networks were then studied using a mathematical model of epilepsy (a modified theta model to represent a network of interacting neural masses [2,3]). By removing different regions of interest from the network and simulating their impact on the network's ability to generate seizures in silico, the framework provides predictions of epilepsy lateralization. We considered 15 individuals from the EPILEPSIAE database and studied a total of 62 seizures. Results were assessed by taking into account actual intracranial implantations and postsurgical outcome. The framework proved useful in assessing epilepsy lateralization in 12 out of 15 individuals considered. These results show promise for the use of this framework to better interrogate scalp EEG and aid clinicians in presurgical assessment of people with epilepsy.
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Theta oscillations may act as carrier waves for synchronizing activities across neuronal regions. Several gamma cycles, each containing a specific pattern of activity correlated with an event e.g. animal location forming place fields, are encompassed in a single theta cycle. We have extended the septo-hippocampal population firing rate model proposed by Denham and Borisyuk (Hippocampus 10:698-716, 2000) to study the influence of inhibitory interneurons, specifically PV-containing basket cells (BCs) and bistratified cells (BSCs) on theta and theta-coupled gamma oscillations in both CA1 and CA3 hippocampal networks. Our CA1 microcircuit model is a combination of Denham and Borisyuk (2000) with the model of Cutsuridis et. al (Hippocampus 20:423-446, 2010). The CA3 model is adapted from the CA1 model on the basis of CA3-specific experimental data.

Varying strengths of external inputs also affects the strength of oscillations and phase relationships. Both in CA1 and CA3, PCs, BCs and BSCs reach steady state activity for very low or very high external inputs. BCs in CA1 rely on CA3 and EC input for their activity in theta-only tuning, so their activity reduces if these inputs are reduced. BSCs activity in CA1 actually reduces for increased CA3 and EC input, due to increased inhibition from BCs. In CA3, recurrent connections between PCs are far more likely (and hence stronger on a population scale) than in CA1. BSCs in CA3 are driven only by CA3 PCs and have no external sources of excitation. BCs in CA3 get dentate gyrus input in addition to PC input. Other interneurons (modeled as a single population) get excitation from CA1 and CA3 PCs, plus EC. In CA1, only CA3 and EC are external sources of input, apart from septum. The resultant main difference in activity in CA3, compared with CA1, is that BSCs are always in sync with BCs and PCs during theta. A minimum strength of septum input is required to generate theta, then increasing septum input raises the frequency of theta oscillations. Whereas, increasing the value of dentate gyrus input transforms the oscillatory activity into stable, non-oscillatory activity, and also decreases the septum activity. Strong EC and CA1 input to CA3 may silence CA3 PCs, BCs and BSCs through exciting other inhibitory interneurons.
Alzheimer’s disease (AD) is a neurodegenerative disease which causes severe loss of cognitive functions and deteriorates the quality of daily life of elders. One hypothesis of AD development and progression is deposition of amyloid-beta protein which is known to cause neuronal cell death in the gray matter and to degrade the cognitive function of the affected regions. Recently, it is reported that the toxic protein can move through connectivity between neurons, which is called transneuronal projection, besides the local diffusion through the non-neuronal tissues. In this study, we investigated the effects of the transneuronal projection on the amyloid deposition pattern over the brain through simulation of a mathematical model based on the actual neuroimage data. The model consists of two components: transneuronal spreading, and local spreading. The transneuronal spreading captures propagation of the toxic protein in the white matter while the local spreading captures its local diffusion through the gray matter. Each component has its own parameter to balance between components. We estimated all parameters in the model through the Bayesian inference method that best describe the longitudinal data from Alzheimer’s disease neuroimaging initiative (ADNI) dataset, by comparing the results of simulation data with the actual dataset. We modelled our brain as a high-resolution graph whose nodes are a small volume of the cerebral cortices, and whose edges are the structure of adjacency between them, delineating spreading pathways. We transformed the cerebral cortices into a triangular lattice of prism-like volumes from structural magnetic resonance (MR) images. From the topology of the lattice we extracted local adjacency between the nodes. On the contrary, for the long-range connection through the neuronal fibers, we obtained the connectivity between the nodes from the diffusion-weighted MR imaging (DWI). Each node has the level of the amyloid deposition, obtained through the 18F-Florbetapir positron emission tomography (PET) images with partial volume effect correction. This high-resolution graph model can enable to simulate more granularly and accurately. To investigate the effect of transneuronal spreading, we compared results of two conditions: simulation 1) with only the local spreading, and 2) with both the local and transneuronal spreading. Both models showed the spread of the amyloid from the regions where the initial protein accumulation is high, also known as epicenters. The result of the former condition may explain gradual spread from the epicenters to their nearby regions while it could not explain remote spread from the epicenters to their distant regions. On the other hand, the latter results illustrated not only local spread, but also remote spread. Thus, the model with both local and transneuronal spreading components is more feasible to explain the deposition of amyloid-beta in AD. The purpose of this study is to investigate the effect of transneuronal spread of the amyloid beta over AD’s progression using the actual neuroimage data. Our results support the previous research of transmission of amyloid through the neuronal pathways.

**Acknowledgement:** This work was supported by the Korea Health Technology R&D Project through the Korea Health Industry Development Institute (KHIDI) that was funded by the Ministry of Health & Welfare, Republic of Korea (HI19C0645), and Medical Research Council, UK (MR/T004347/1).
One of the major difficulties in the study of brain dynamics and neurological disease is that it is highly patient-specific and varies significantly between individuals. One way of capturing these heterogeneous differences is to quantify different brain connectivities and examine their effects on brain network dynamics, particularly brain state transitions. Typically, this directed graph or networked dynamical system is described using neural mass models where the network connectivity is either averaged over, losing its individuation or via high dimensional brute force numerical simulations, which are not mathematically tractable. An alternative approach is to study randomly connected neural networks using mean-field theory [1], where it has been found that there is a rapid transition to a complex macroscopic 'chaotic' state [2]. Recently, in relation to this there have been two major developments: First, this transition has been described microscopically by Wainrib and Touboul [3] as an exponential explosion in the number of fixed points of the system. Second, Rajan and Abbott [4] discovered that more anatomically realistic non-random connectivity structures such as Dale's law change the uniform density of the eigenspectrum. In this paper we combine these two seminal papers to show the effects of more anatomically realistic connectivity statistics on phase transitions.

In the study of randomly connected neural network dynamics there is a phase transition from a 'simple' state with few equilibria to a 'complex' state characterised by the number of equilibria growing exponentially with the neuron. Such phase transitions are often used to describe pathological brain state transitions observed in neurological diseases such as epilepsy. In this paper we investigate how more realistic heterogeneous network structures affect phase transitions using techniques from random matrix theory. Specifically, we parameterise the network structure according to Dale’s Law and use the Kac-Rice formalism to compute the change in the number of equilibria when a phase transition occurs. We also examine the condition where the network is not balanced between excitation and inhibition causing outliers to appear in the eigenspectrum. The methods presented here enables us to compute the effects of different network connectivities on brain state transitions, which can provide new insights into pathological brain dynamics.
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P100: Role of breathing signals and intra-viRT connectivity in the generation of vibrissa movements
Speakers: David Golomb
David Golomb, Jeffrey Moore, Arash Fassihi, Fan Wang, David Kleinfeld

The viRT nucleus in the medulla, apparently composed of mainly inhibitory neurons, is necessary for whisking rhythm generation. It innervates motoneurons in the facial nucleus (FN) that project to intrinsic vibrissa muscles. The nearby pre-Bötzinger complex (pBötC), which generates inhalation, sends inhibitory inputs to the viRT nucleus. We explore potential mechanisms of this viRT synchronization, needed for whisking, using analysis of experimental data and computational modeling. Using time courses of breathing and whisking in rats, we compute the relative amplitude An of n-th whisking cycles within a breathing cycle. For head-restrained rats, the average values of An/A1 are 0.56, 0.46 and 0.43 of the amplitudes for n=2,3,4. For freely behaving rats, the value for A2/A1 is 0.79. The observations that A1 is larger than subsequent amplitudes suggests that the recovery of viRT neurons from inhibition by the pBötC contributes to the synchronization of viRT neurons. Lower-amplitude periodic whisking, however, can occur after decay of the pBötC signal. To explain how viRT network generates these “intervening” whisks, and why the amplitude A1 is larger than the following amplitudes, we construct and analyze a conductance-based model of the viRT circuit composed of hypothetical two groups, viRTR and viRTP, of bursting inhibitory neurons with spike-frequency adaptive currents and constant external excitation. Only neurons in viRTR are inhibited by the pBötC and inhibit FN motoneurons. We denote the strengths of the inhibitory conductances between neurons across and within each group by gas and gs, respectively. If gas is larger than gs, the two groups burst alternately, as observed experimentally. If gas is too large, however, one group is active and the second is silent. The oscillation amplitude depends linearly on the constant external excitation, and the period increases as a function of gas-gs. Thus, the external input to the circuit and the level of inhibition within the circuit control the amplitude and frequency of the intervening whisking, respectively. Our model thus provides a means to control the wide range of whisking frequencies observed in experiments.

Acknowledgements: supported by NIH grant 5U19NS107466-02.

P128: An integrate-and-fire model of narrow band modulation in mouse visual cortex
Speakers: Nicolò Meneghetti
Nicolò Meneghetti, Alberto Mazzoni

Gamma band neuronal oscillations are involved with sensory processing ubiquitously in the central nervous system. They emerge from the coordinated interaction of excitation and inhibition and are a biological marker of local active network computations [1]. Visual features as contrast and orientation are known to modulate broad band gamma activity in the primary visual cortex (V1) of primates [2]. In mouse V1, however, a narrow band within gamma oscillation was found to display specific functional sensitivity to visual features [3].

Here we present a network of recurrent excitatory-inhibitory spiking neurons reproducing the gamma narrow band dynamics in mouse V1 observed in [3], building on previous works of our group [4], [5]. By combining experimental data analysis and simulations, we show that a proper design of the simulated thalamic input results in the network to exhibit both narrow and broad band gamma activity.

We reproduced the spectral and temporal modulations of V1 local field potentials of awake mice presented with gratings of different contrast levels by approximating the thalamic input rate with two linear functions defined over complementary contrast ranges. We propose a theoretical framework in which the external thalamic drive is responsible for inducing the emergence of broad by triggering cortical resonances and narrow band gamma activity by inducing entrainment to an oscillatory drive. Our results support in particular the hypothesis of a subcortical origin of the narrow gamma band [3].

Our network provides a simple and effective model of contrast-induced gamma activity in rodents V1. The model could be easily extended to reproduce the modulation of V1 gamma activity induced by other visual stimulus features. Moreover, the model could help to investigate network dynamics responsible for pathological dysfunctions of physiological visual information processing in mice.
Parkinson’s Disease (PD) is known to be associated with over-synchronized oscillations in the beta frequency range (13-35Hz) in motor cortex and basal ganglia (BG) [1]. Although the mechanisms underlying the emergence of these oscillations are poorly understood, several excitatory-inhibitory loops have been identified in the cortex-BG networks that might initiate or generate them.

Recent experimental data suggests that striatal spiny projection neurons (SPNs) are phase locked to the beta oscillation cycles [2]. Indeed, transient change in the SPNs firing rate is sufficient to unleash oscillations into the mutually connected globus pallidus externus (GPe) sub-thalamic nucleus (STN) network [3].

Here, we investigate the effect of temporal synchrony of SPNs activity on beta oscillations simulating a biologically plausible BG model with spiking neurons [4]. The likely source of correlations in the SPNs is thalamo-cortical input, since striatal connectivity is too sparse. Therefore, we injected correlated inputs to the SPNs. Our model showed the emergence of beta band aberrant synchronization as the network switches from the uncorrelated to the correlated input. Crucially, inputs displayed a fixed firing rate, that is the over-synchronization emerged only because of the input synchrony. Furthermore, increased input correlation resulted in enhanced Globus Pallidus internus (GPI) firing rate as observed experimentally [5]. Next, we investigated the possible consequences of these results for Deep Brain Stimulation (DBS) simulating high frequency injections into the STN. Our preliminary results showed that even a short window of stimulation was enough to reduce beta oscillations in the firing rate of STN, GPe and GPI nuclei.

Our study provides innovative observations about the origin and propagation of PD-related beta oscillations in the BG and their reduction due to DBS. It paves the way toward in silico testing of DBS parameters that could be used to determine optimal parameters of stimulation offline rather than during surgical implants.
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The presence of neural oscillations is thought to be a hallmark of two of the most common movement disorders, Parkinson’s disease (PD) and Essential tremor (ET). The symptoms of PD are tremor, slowness of movement and stiffness (Parkinson’s UK, 2019) and is caused by the loss of dopaminergic neurons in the substantia nigra. Although the pathological changes in the basal ganglia network are not yet fully understood, it is widely accepted that beta-band (15-30 Hz) oscillations play a role. Essential tremor (ET) affects up to one percent of adults over 40 years of age, and is characterized by an uncontrollable shaking of the affected body part (Louis, Ottman, and Hauser 1998; Brin and Koller 1998; Deuschl, Bain, and Brin 1998a). The neurophysiological basis of ET remains unknown, but pathological neural oscillations in the thalamocortical-cerebellar network are also implicated in generating symptoms.

In our previous network study of PD, we studied how a multi-channel model of Wilson-Cowan oscillators representing the STn-GPe behaved in healthy and Parkinsonian conditions. We found that oscillations exist for a much wider range of parameters in the Parkinsonian case and demonstrated how an input representing DBS caused the oscillations to become chaotic and flattened the power spectrum. Looking at ET, we again used a mean-field approach combined with intraoperative local field potential recordings from the Vim via DBS electrodes, and simultaneous electromyographic activity from the contralateral affected limb(s). We used the Wilson-Cowan approach to model the thalamocortical-cerebellar network implicated in ET. We found that the network exhibited oscillatory behaviour within the tremor frequency range of 4-5 Hz, as did our electrophysiological data. Applying a DBS-like input to the modelled network had the effect of suppressing these oscillations. Our two previous studies therefore show that the dynamics of the cerebellar-basal ganglia thalamocortical network support oscillations at frequency ranges relevant to movement disorders. The application of a DBS-like input into the modelled networks disrupts such pathological activity. We believe that this is an important way to study the impact of DBS on the human brain and should be used in conjunction with experimental recordings of neural activity as well as with single neuron biophysical modelling work.

In this work we present new results from a combined model which exhibits Parkinsonian oscillations in the beta band, oscillations in the tremor frequency range, as well as oscillations in the gamma band which we term healthy (Beudal et. al, 2015; Fischer et al, 2017). We find critical boundaries in the parameter space of the model separating regions with different dynamics. We go on to examine the transition from one oscillatory regime to another behavior and the impact of DBS on these two types of pathological activity. This approach will not only allow us to better understand the mechanisms of DBS, but allow us to optimize the lengthy and difficult clinical process of parameter setting via trial and error, upon which the cited improvement in symptoms is reliant (Rizzone et al. 2001; Moro et al. 2002). Furthermore, with the advent of electrodes with more contacts this process is becoming increasingly difficult. Hence the need for a theoretical understanding of DBS is particularly important at present.
P 8:00pm – 9:00pm

P145: Possible roles of non-synaptic interactions between olfactory receptor neurons in insects

Speakers: Mario Pannunzi, Thomas Nowotny

In insects, olfactory receptor neurons (ORNs) are grouped in hairs (sensilla) in a stereotypical way. For example, in _Drosophila_ each sensillum houses 2 or 4 ORNs. ORNs that are co-housed in the same sensillum interact with each other via a non-synaptic mechanism (NSI, see panel a), a mechanism which is still not fully understood. The mechanism could simply be a spandrel or instead improve the function of the insect olfactory system. A number of hypotheses have been suggested [1] trying to explain the potential role of NSIs.

We analyzed two hypotheses that suggest that NSIs play a role in odor sensing in mixtures with a computational model of the first two layers of the _Drosophila_ olfactory system - the ORNs on the antennae and the glomeruli, with projection neurons (PNs) and local neurons (LN), in the antennal lobe (AL, see panel b). The model is the first to consider NSIs between ORNs in the context of the circuits of the first and second layer of processing in the insect olfactory pathway. We constrained the model by reproducing the responses to a set of typical odor stimuli reported in the literature. Then, we tested the feasibility of the hypotheses and compared the advantages of having NSIs against a control network which lacked any interaction between ORNs or PNs, and with a network without NSIs but strong lateral inhibition in the AL, a mechanism proposed to be a valid alternative to NSIs.

The two tested hypotheses were: 1. NSIs could improve the concentration ratio identification of a mixture of odorants by increasing the dynamic range over which it can be perceived without distortion. 2. NSIs could help insects to distinguish mixtures of odorants emanating from a single source against those emanating from two separate sources, by improving the capacity to encode the correlation between olfactory stimuli.

For the first hypothesis, we observed that: 1. When comparing the capacity to encode the ratio of the concentration of short synchronous whiffs via PN responses, both networks, the one with NSIs and the one with AL inhibition, outperform the ‘control network’. Moreover, the NSIs help more than the LN inhibition for this task. This effect is stronger for very short stimuli.

P 8:00pm – 9:00pm

P148: Biophysically grounded mean-field models of neural populations under electrical stimulation

Speakers: Caglar Cakan, Klaus Obermayer

Electrical stimulation of neural systems is a key tool for understanding neural dynamics and ultimately for developing clinical treatments. Many applications of electrical stimulation affect large populations of neurons. However, computational models of large networks of spiking neurons are inherently hard to simulate and analyze. We evaluate a reduced mean-field model of excitatory and inhibitory adaptive exponential integrate-and-fire (AdEx) neurons which can be used to efficiently study the effects of electrical stimulation on large neural populations. The rich dynamical properties of this basic cortical model are described in detail and validated using large network simulations. Bifurcation diagrams (Fig. 1) reflecting the network’s state reveal asynchronous up- and down-states, bistable regimes, and oscillatory regions corresponding to fast excitation-inhibition and slow excitation-adaptation feedback loops. The biophysical parameters of the AdEx neuron can be coupled to an electric field with realistic field strengths which then can be propagated up to the population description. We show how on the edge of bifurcation, direct electrical inputs cause network state transitions, such as turning on and off oscillations of the population rate. Oscillatory input can frequency-entrain and phase-lock endogenous oscillations. Relatively weak electric field strengths on the order of 1 V/m are able to produce these effects, indicating that field effects are strongly amplified in the network. The effects of time-varying external stimulation are well-predicted by the mean-field model, further underpinning the utility of low-dimensional neural mass models.
The hierarchical nesting of sleep spindles and cortical slow oscillations is considered a precursor of successful episodic memory consolidation where it, presumably, sets the stage for memory traces migration from short-term hippocampal storage to longer-lasting neocortical sites[1]. Spindles are thought to be generated in the thalamus and projected onto cortical sites, while slow oscillations originate in the cortex and migrate in wave-like patterns to the thalamus, hence the interplay between the two rhythms is orchestrated within the thalamocortical circuitry. The state-of-the-art mass models of the thalamocortical loop however only consider relevant motifs and patterns in sleep but discard network effects. Here we take the first steps towards integrating thalamocortical projections into a large-scale brain model and modelling whole-brain cortical slow-wave activity and thalamic spindles as seen in non-REM sleep.

We model the thalamus as a network node containing one excitatory and one inhibitory mass representing thalamocortical relay neurons and thalamic reticular nuclei, respectively. With little deviations, our model follows the thalamic component developed in [2]. In the thalamic submodule, we investigated its spindling behaviour upon changing, firstly, conductances of rectifying and T-type calcium current, by which the thalamus can be parametrised in three oscillatory regimes: fast oscillations, dominated by Ca current; spindle regimes with a balanced interplay of Ca and rectifying currents, and slow delta oscillations for strong hyperpolarisation. Next, by the application of external excitatory firing rate drive, which simulates excitatory source connected to the thalamus, we found dynamically interesting spindle-promoting regimes in interaction with thalamic conductances (see Fig. 1 for estimated number of spindles), and by changing the parameters or external drive, we were also able to control the inter-spindle interval, spindle duration, and shape of spindle envelope.

Secondly, we connected the thalamic node to one cortical node, modelled as interconnected excitatory and inhibitory adaptive exponential integrate-and-fire neuronal masses[3]. The excitatory mass contains a spike-triggered adaptation mechanism by which the node is parametrised to sit in the limit cycle generating slow oscillations by the means of excitation-adaptation feedback loop. We investigated the dynamical repertoire of the connected model concerning the connection strength and network delays. Our preliminary results indeed show that, upon connection, the thalamic spindles are imprinted into cortical node activity where they modulate slow oscillation envelope, and that slow oscillation activity of the cortex, in turn, shapes spindling behaviour of thalamocortical relay mass by affecting spindle duration and inter-spindle interval. Our connected model also conserves the phase-phase and phase-amplitude couplings reported in the literature on observed EEG data or other thalamocortical models.

Our results suggest that thalamic mass model of spindle activity can be connected to various mass or mean-field models of cortical nodes and, after careful treatment of network connections and delays, we believe that our conclusions would carry over to the large-scale network model.

The Morris-Lecar model (MLM) [1] is a classical biophysical model of spike generation by the neuron, which takes into account dynamics of voltage-dependent ion channels and realistically describes the spike waveform. MLM predicts that upon stimulation of the neuron with sufficiently large constant depolarizing current $I_{stim}$, there exists a finite interval of $I_{stim}$ values where periodic spike generation occurs [2-4]. Numerical simulations show that the cessation of periodic generation of spikes above the upper boundary of this interval occurs through damping of the spike amplitude, arising with a delay inversely proportional to $I_{stim}$ value. In particular, the damped dynamics can be divided into four successive stages: 1) minor primary damping, which reflects a typical transient to stationary state, 2) plateau of nearly undamped periodic oscillations, which determines the aforementioned delay, 3) strong damping, and 4) reaching a constant asymptotic value. As the last two stages resemble the well-known exponentially-damped harmonic oscillations, we tackled to find an analytical description for these stages [5].

First, we have linearized the MLM equations at the vicinity of the stationary asymptotic value of the neuronal potential. The resulting equations have been then reduced to an inhomogeneous Volterra integral equation of the 2nd kind. In turn, the latter has been transformed into an ordinary differential equation of the second order with a time-dependent coefficient at the first-order derivative. As this time dependence was just an exponential decay, we considered its asymptotic value and analytically solved the final equation. In order to verify the analytical solution found, we have compared it with the numerical solution obtained using the standard MATLAB tools for systems of ordinary differential equations.

We have accurately shown that the linearized system of equations of the MLM can be reduced to a standard equation of damped harmonic oscillations for the neuron potential. Since all coefficients of this equation are explicitly expressed through the parameters of the original MLM, one can directly (i.e. without any fitting) compare the numerical and analytical solutions for dynamics of the neuron potential at the stages of strong damping and reaching a constant asymptotic value. The results allow a quantitative study of the applicability boundary of linear stability analysis that implies exponential damping.
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Spontaneous focal synchronization of collective spiking followed by induced traveling waves can occur in the cortical sheet and in cultured planar neuronal networks. In the first case, it is focal epilepsy leading to a seizure and, in the second, it is synchronization that originates from one of a few steady nucleation sites resulting in a so-called population spike. Assuming functional similarity between the nucleation sites and non-lesional epileptic foci, the major unsolved issue in both cases is that whether activation of the focus occurs inside it (i.e., autonomously relative to the interaction with surrounding neuronal tissue) or from the outside. The “internal” scenario implies that the focus spatially contains some pacemakers. In turn, several experimental findings indicate a complex spatially non-local activation of epileptic focus [1-4]. In modeling studies, we address the issue in order to verify the validity of this conclusion.

We use generative mechanistic model of planar neuronal network exhibiting irregular spontaneous population spikes, which emerge from a few spontaneously-formed stationary nucleation sites. The model consists of leaky integrate-and-fire neurons connected by synapses with short-term plasticity, forming spatially-dependent “small-world” network topology, where synaptic connection probability decreases exponentially with the distance between neurons. Spiking activity in the network occurs due to some fraction of pacemaker neurons. Importantly, the spatial configuration of pacemaker neurons was artificially engineered in order to resolve the above-mentioned problem: all pacemakers were placed within a circular central spot so that their spatial density was equal to the average density of neurons. Leaving the global dynamic regime unaffected, this spatial configuration crucially helps to clarify the activation process, visualizing of which is hindered at spatially-uniform pacemaker distribution.

Extensive simulations [5] have shown that steady and spontaneous nucleation sites of population spikes (i) can emerge in spatial regions, which are far away from the spot with pacemakers and (ii) can be activated even without direct links from pacemakers. The results demonstrate the principle possibility of external, or remote, activation of a focal source of epileptic activity in the brain and favor the interpretation in above-mentioned experimental findings. The suggested deterministic model provides the means to study this network phenomenon systematically and reproducibly.
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What determines the format of memory representations in cortical networks is a subject of active research. During memory tasks, the retrieval of stored memories is characterized either by the persistent elevation in the firing rate of a set of neurons ('persistent activity') [1] or by ordered transient activation of different sets of neurons ('sequential activity') [3]. Multiple theoretical studies have shown that temporally symmetric Hebbian learning rules give rise to fixed point attractor representation of memory (e.g., [4] and references therein), while temporally asymmetric learning rules lead to a dynamic sequential representation of memories (e.g., [3] and references therein). These studies assume that inputs to the network during learning have no temporal correlations.

The sensory information received by brain networks is likely to be temporally correlated. We study temporally asymmetric Hebbian learning rules in a recurrent network of rate-based neurons in the presence of temporal correlations in the inputs and characterize how the inputs shape the network dynamics and memory representation using both numerical simulations and mean-field analysis. We show that the network dynamics depend on the temporal correlations in the input stream the network receives. For inputs with short correlation timescale, the network exhibits sequential activity (Fig.1 A left), while for longer correlations within the stream of input, the network settles into a fixed point attractor during retrieval (Fig.1 A right). At intermediate value of correlations, the network partially traverses the input sequence before settling into an attractor state (Fig.1 A middle). We find that correlations increase the sequential memory capacity of the network. Non-linear learning rules increase the range of timescale of correlation for which the networks represent the memories as sequential activity in the network (Fig.1 B). We also show that the network maintains a sequential representation, both in the case of sequences of discrete patterns and in the continuum limit (Fig.1 C). Our work thus suggests that the correlation time scales of inputs at the time of learning have a strong influence on the nature of network dynamics during retrieval.
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Neuronal oscillations are ubiquitous in the brain and emerge from the combined activity of the participating neurons (or nodes), the connectivity and the network topology. Recent neurotechnological advances have made it possible to interrogate neuronal circuits by perturbing one or more of its nodes. The response to periodic inputs has been used as a tool to identify the oscillatory properties of circuits and the flow of information in networks. However, a general theory that explains the underlying mechanisms and allows to make predictions is lacking beyond the single neuron level. Threshold-linear network (TLN) models describe the activity of connected nodes where the contribution of the connectivity terms is linear above some threshold value (typically zero), while the network is disconnected below it. In their simplest description, the dynamics of the individual nodes are one-dimensional and linear. When the nodes in the network are neurons or neuronal populations, their activity can be interpreted as the firing rate, and therefore the TLNs represent firing rate models [4]. Competitive threshold-linear networks (CTLNs) are a class of TLNs where the connectivity weights are all negative and there are no self-connections [3,7]. Inhibitory networks arise in many neuronal systems and have been shown to underlie the generation of rhythmic activity in cognition and motor behavior [1,2]. Despite their simplicity, TLNs and CTLNs produce complex behavior including multistability, periodic, quasi-periodic and chaotic solutions [3,6,7]. In this work, we consider CTLNs with three or more nodes and cyclic symmetry in which oscillatory solutions are observed. We first assume that an external oscillatory input is added to one of the nodes and, by defining a Poincaré map, we numerically study the response properties of the CTLN networks. We determine the ranges of input amplitude and frequency in which the CTLN is able to follow the input (1:1 entrainment). For this we define local and global entrainment measures that convey different information. We then study how the entrainment properties of the CTLNs is affected by changes in (i) the time scale of each node, (ii) the number of nodes in the network, and (iii) the strength of the inhibitory connections. Finally, we extend our results to include other entrainment scenarios (e.g., 2:1) and other network topologies. Acknowledgments: This work was supported by the Universidad Nacional del Sur grant PGI 24/L113-2019 (AB, WR) and the National Science Foundation grant DMS-1608077 (HGR). References: 1. M. Arriaga and E. B. Han, Dedicated hippocampal inhibitory networks for locomotion and immobility, Journal of Neuroscience, 37 (2017), pp. 9222–9238. 2. D. A. Burke, H. G. Rotstein, and V. A. Alvarez, Striatal local circuitry: a new framework for lateral inhibition, Neuron, 96 (2017), pp. 267–284. 3. C. Curto and K. Morrison. Pattern completion in symmetric threshold-linear networks. Neural Comput., 28(12):2825–2852, 2016. 4. P. Dayan and L. F. Abbott, Theoretical Neuroscience: Computational and Mathematical Modeling of Neural Systems, The MIT Press, 2001. 6. R. L. T. Hahnloser, On the piecewise analysis of networks of linear threshold neurons, Neural Networks, 11 (1998), pp. 691–697. 7. K. Morrison, A. Degeratu, V. Itskov, and C. Curto, Diversity of emergent dynamics in competitive threshold-linear networks: a preliminary report, arXiv, (2016), p. 12 pp.
The neocortex is a brain region responsible for many higher-order functions. Sensory signals arriving from different areas are integrated into the neocortex. Oscillations at certain frequency bands are believed to coordinate activity in many areas [1]. Resonance refers to the ability of a system to generate an amplified response if the input oscillation is tuned in a specific frequency band. Recent work showed the role of inhibition on the control of theta (4-11 Hz) oscillations through resonance [2]. By using optogenetic activation interneurons (inhibitory) induced theta-band-limited spiking in pyramidal (excitatory) neurons. On the other side, direct optogenetic activation of pyramidal cells did not generate any resonance pattern. Although it is clear that this phenomenon is neuron-specific, the network architecture responsible for the observed resonance and how this is related to the correct gating of the signals in such a network is currently unknown.

We address these issues by constructing a microcircuit biophysical minimal model of the neocortex using the Hodgkin-Huxley formalism [3]. We consider two pyramidal cells (PYR), one parvalbumin-positive (PV) interneuron, and one somatostatin-expressing (SOM) interneuron. These cells are interconnected with exponential decaying event-driven synapses where short-term depression/facilitation is present when appropriate [4]. Every cell spontaneously fires while receiving a noise input process to simulate _in vivo_ synaptic barrage [5]. We apply periodic currents with different frequencies into PV cells and evaluate the PYR firing rate.

By applying oscillatory activation in PV, theta-band resonance was induced in PYRs whereas direct activation of PYRs did not show resonance, as experimentally reported. First, our results highlight the importance of post-inhibitory rebound in order to transfer signals from PV to PYR cells. Secondly, our results show that SOMs, adaptation, depression, and facilitation regulate these resonance effects. We explain these effects in terms of additional frequency filters that are added to the system: adaptation and facilitation act as a high-pass filter while depression acts as a low-pass filter. SOM cells regulate the low frequencies since they connect to other neurons through facilitation. In summary, when a current with a specific frequency is applied to the PV cells, this input signal is processed by a combination of filters, in the form of synapses and ionic currents, until a final output is produced from PYR cells. Our results highlight the importance of the combined activity of different neocortical cells in flexibly selecting inputs.
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The impedance of a neuron reflects the frequency-dependent input-output relationships and is typically computed using sinusoidal inputs [1]. Oscillatory currents with gradually increasing frequencies or broadband noise have been used so the response is equally tested at all frequencies [2,3]. The ability of a neuron to amplify its response to specific non-zero input frequencies (resonance) has been questioned [4]. The question arises of whether the differences in the type of response (low- vs. band-pass) can be ascribed to the type of input and not necessarily to the details of the frequency content. More specifically, whether and how the use of different types of biophysically plausible periodic inputs (e.g., sinusoidal, synaptic-like) produce qualitatively different frequency-dependent input-output curves. We address these issues by injecting different types of inputs to biophysically plausible neuronal models including currents that are known to produce subthreshold (membrane potential) resonance in response to sinusoidal inputs. All input signals have the same amplitude and frequency content, but the frequencies may come in “different order” (e.g., monotonically increasing, randomly distributed or “shuffled”). The waveforms include sinusoidal, square-waves and synaptic-like functions. The impedance is computed either (i) as the ratio of the Fourier transforms (FT) of the voltage (\(V\)) and the current (\(I\)) or (ii) by the difference in the amplitude envelope responses normalized by the input amplitude.

We show that if the inputs involve abrupt changes (e.g., square-waves, synaptic-like), transients contribute to the output signal, which qualitatively modify the impedance profile. This can cause a mismatch between the impedance computed using (i) vs. (ii) given that the FT captures these transients as higher harmonics (Fig. 1). Therefore, a resonance observed in the response pattern may not be captured by the impedance using standard definitions and may require a more careful analysis. Furthermore, when input frequencies are presented in a “shuffled” order, these transient effects produce responses with additional amplification to the higher frequency responses.

Our results highlight both the flexibility and limitations of the impedance profile measurements and demonstrate that resonance may be present in neuronal systems, but are not apparent unless one uses the appropriate types of inputs and output metrics. Furthermore, our results question the ability of the standard impedance metric to make predictions for a more general class of inputs.
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Short-term plasticity (STP) is the process by which a synapse changes its efficacy in a history-dependent manner. It is hypothesized that STP’s information processing capabilities are connected to the way it implements temporal filtering in response to a sequence of presynaptic events [1,2]. Depression (STD) and facilitation (STF) refer to the decrease and increase (e.g., Figs. 1-A, B) of the efficacy in the synaptic response to a presynaptic spike as compared to the previous one. Sequences of presynaptic spikes create synaptic temporal filters (TFs) (e.g., Fig. 1). STD and STF lead to low-pass and high-pass (Figs. 1-A, B) TFs. The presence of both STD and STF may lead to band-pass TFs (Fig. 1-C). These synaptic TFs are communicated to the postsynaptic membrane potential. However, it is unknown whether the properties of the postsynaptic TFs (PSTFs) are inherited from the synaptic TFs or there is additional processing involved.

We report on the results of a computational study aimed at identifying the types of TFs and PSTFs in response to periodic presynaptic inputs and their dependence on the biophysical and dynamic properties of the participating components. We implement biophysically plausible (conductance-based) computational models of a synapse with STP [3], which drives a postsynaptic cell. We characterize the TFs that arise in the synapse. We determine the conditions under which synaptic low-, high- and band-pass filters arise in terms of the STP and synaptic time constants and the presynaptic input frequency. We also determine how the long-term time constants of the synaptic envelope responses (Fig. 1, black curves) depend on the STP time constants, which operate at the single event level. While the envelopes for the low- and high-pass TFs have a single time constant that depends on depression or facilitation time constants, accordingly, the envelope for the band-pass TF has three time constants that depends on the time constants for (i) depression only, (ii) facilitation only, and (iii) a combination of both. This is in contrast to the naive expectation that there would be only two time constants involved (depression and facilitation only). We then extend our study to include the postsynaptic cell. We identify and characterize the different types of PSTFs in terms of the properties of the input TF and the properties of the receiving cell. We show that while under certain conditions, the PSTFs are qualitatively a copy of the synaptic TFs and share many of the TF’s dynamic properties, in other biophysical conditions, the PSTF exhibit a higher degree of complexity, which involve a multiplicity of time scales (e.g., depression/facilitation, synaptic, membrane, ionic currents, summation).

Overall, our results highlight the complexity of TFs and PSTFs, which reflects the complexity of the underlying interactions. This has implications for the understanding of network filters and the development of effective synaptic decoding algorithms.
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P180: Mean Field Theory Inference and Learning in Networks with Stochastic Natural Exponential Family Neurons

Speakers: Ivan Davidovich

Ivan Davidovich, Benjamin Dunn, John Hertz, Yasser Roudi

The advent of experimental techniques that allow for the simultaneous recording of an unprecedented number of neurons has created a necessity for analysis tools that can handle very large datasets. Non-equilibrium models from statistical mechanics such as the kinetic Ising model have established themselves as natural tools for studying these types of complex networks and datasets. The applicability of the kinetic Ising model is however limited by the binary nature of its neurons. To alleviate this constraint, we extend previous analyses based on statistical mechanics to dynamical models of networks in which the state of the neurons can take values according to distributions in the mono-parametric natural exponential family. Using a mean field approach, we obtain both dynamical TAP equations for the expected activity of these states when the connectivity of the network is known as well as a naive mean field estimation of the connectivity when the activity of the neurons has been observed. We test the validity and accuracy of our analytical results by applying them to simulations, obtaining good agreement within specific regions of parameter space. For the inference of the network's connectivity we compare to exact learning via gradient ascent, obtaining excellent agreement for networks of Gaussian neurons and small discrepancies for Poisson networks.
Synchronization in neural system plays important role in many brain functions such as perception and memory. Abnormal synchronization can be observed in neurological disorders such as Parkinson’s disease, schizophrenia, autism, and addiction. When the coupling strength is moderate, the synchronization is highly intermittent even in a short time scale. That is, a system exhibits intervals of synchronization followed by intervals of desynchronization. Thus, neural circuits dynamics may show different distributions of duration of desynchronization even if the synchronization strength is similar.

In general, some partially synchronized systems can exhibit a few but long desynchronized intervals while other systems can yield many but short desynchronized intervals. Experimental data thus far has shown that neural synchronization follows the latter trend in either healthy or diseased brains [1-3]. It was suggested that there are functional advantages of circuitry with many short durations of desynchronization [4].

In this study, we use a conductance-based PING network to study neural synchronization specifically in the low gamma band. Gamma frequency rhythm is known to play important role in cognitive functions such as percept formation, object representation, learning, and memory. Several experimental studies indicate that while both healthy and diseased brains have many short intervals of desynchronization, there are differences in their distributions of desynchronization durations [2,3,5]. This study explores the cellular and synaptic effects on the temporal patterning of the partially synchronized model gamma rhythms and considers potential functional implications of different temporal patterns.
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Epilepsy surgery is a therapeutic option that can alleviate seizures in people with refractory epilepsy. The aim of surgery is to remove the epileptogenic zone, i.e. the brain tissue that is considered indispensable for seizure generation [1, 2]. During the presurgical evaluation clinical teams integrate diverse information and if seizure freedom is achieved after surgery, it is considered that the epileptogenic zone has been resected [1]. Unfortunately, the rates of post-surgical seizure freedom are currently sub-optimal, due to the lack of understanding the seizure generating mechanism and assessing the consequences of surgical resections.

Recent computational studies in large-scale brain networks [3-5] have been developed with the aim to inform epilepsy surgery. Here, we use a modelling framework that allows to investigate how sets of nodes contribute to the seizure generating capability (i.e. ictogenicity) of a network [6]. In particular, we use a measure called Set Ictogenicity (SI) in order to quantify the contribution of a set of nodes to ictogenicity. We use artificial networks with various topologies and examine how SI varies across different sets of nodes. In networks with small size we compute SI for all possible sets of nodes and show that the ictogenicity across sets depends on network topology. However, in large networks the computation of SI of all possible sets is a combinatorial problem that becomes intractable. Therefore, we combine computational models with a genetic algorithm to search for sets with minimal size that contribute to the seizure generation.

We demonstrate the potential applicability of these methods by identifying optimal set of nodes to resect in brain networks derived from a cohort of 20 people who underwent epilepsy surgery. In addition, we show that this modelling framework has the potential to assist epilepsy surgery by suggesting alternative resection sites as well as allowing the avoidance of brain regions that should not be resected.
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Neurons and other cells use electrical signals for intra- and intercellular communication. Accurate mathematical models have been developed to describe the spatial-temporal dynamics of their voltage in response to input current. Best known is the cable equation, which describes voltage propagation along the length of a passive cable in response to current injection [1]. However, this model is not appropriate for cells with geometries other than the cylinder. Here we study the flow of electrical currents in cells with a spherical geometry in which only a thin shell close to the surface conducts. Such geometries arise for instance in white adipocytes (fat cells), which are cells consisting of an insulating lipid droplet core surrounded by a thin conductive cytoplasm shell, and might also be relevant for some types of spherically shaped peripheral neurons.

First, we construct a circuit model based on the nature of the passive membrane, and derive the equivalent of the cable equation for spherical geometries. We derive the steady-state solution analytically and show that the shape of the voltage profile depends on a single parameter that describes its electrotonic compactness. Furthermore, we show that, in contrast to the cable equation, the voltage profile across the cell is sensitive to the electrode geometry.

Next, we numerically explore the time-dependent solution to step input currents. In particular, we find that the charging and discharging are much faster than one would expect from the membrane time constant, which is important when one aims to extract fundamental membrane properties from experimental recordings.

Finally, we consider voltage-clamping experiments, often used to measure input current of cells and examine the distortions arising from imperfect space-clamp.

In conclusion, our study yields an equivalent of the cable equation for spherical geometries, which can facilitate further investigations of the electrical signals on cells with spherical structures.

Spike-timing-dependent plasticity (STDP) is a fundamental learning mechanism that shapes plastic synaptic strengths in brain networks according to pre- and postsynaptic spike times [1]. Later, a model of voltage-based STDP was proposed based on the postsynaptic membrane potential to explain experimentally observed connectivity patterns in cortex [2]. Synaptic plasticity plays a key role in memory retention by modulating functional cortical circuitry in memory networks. The development of solid-state devices in recent years provided a means for computational implementation and experimental realization of neuromorphic structures designed to emulate adaptive behavior of synapses in brain. Particularly, spin-polarized transport through magnetic tunnel junctions (MTJs) is a well-characterized mechanism for the implementation of learning process due to the rapid and high-density information storage capabilities of MTJs as a memory device [3].

Previously, it has been shown that the emergent synaptic structure between a pair of neurons characterized by two reciprocally coupled synapses with STDP (see Fig. 1A) can be theoretically predicted by the effective synaptic strength in the two-neuron motif, i.e. the ratio of relative synaptic strengths to their sum [4]. In this study, we considered a two-terminal single-molecule MTJ that consists of two ferromagnetic (FM) cobalt electrodes separated by a phenyl dithiol (PDT) molecule (see Fig. 1B, top) and investigated transport properties using a non-equilibrium Green's function (NEGF) formalism. By introducing an effective spin-polarized tunneling conductance, i.e. the ratio of relative conductances in parallel (P) and anti-parallel (AP) configurations to their sum, we show that the change in the two-component conductance crucially depends on the bias voltage applied to the MTJ where its behavior is reminiscent of the classical STDP (cf. Figs. 1A and B, bottom).

While the optimized window for tunneling conductance is a property of the central molecule, the asymmetric change in the effective tunneling conductance is determined by the FM electrodes, and hence, can be controlled by chemical engineering of the junction. The spin-polarized current is constant near zero bias voltage, however, when a voltage is applied to the junction, the molecular energy levels are positioned within the bias window and the spin-polarized current is increased (decreased) for positive (negative) bias voltage. This provides a suitable framework to study voltage-dependent long-term potentiation (LTP) and depression (LTD) in MTJs. Ultimately, our results may contribute to the further development of neuromorphic memory devices engineered based on the adaptive properties of synapses in brain networks.
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Several neurological disorders such as Parkinson's disease and epilepsy are characterized by pathological neuronal synchronization in cortical and subcortical areas. Therapeutic brain stimulation techniques aimed at shifting the pathological dynamics of the diseased brain towards healthy attractor states, are employed to restore physiological patterns of synaptic connectivity by decoupling strongly connected neurons [1]. Dynamics of cortical neuronal populations crucially depends on the synaptic connectivity of the cortex which continually change by spike-timing-dependent plasticity (STDP) [2]. It has recently shown that the effect of the STDP on the structure and the dynamics of the neuronal networks is profoundly dependent on the delay in transmission of the signals between the neurons [3]. In particular, propagation delays lead to multi-stability of the network structure such that strong bidirectional loops, loosely connected pairs of neurons, or asymmetric unidirectional connections can emerge between different pairs of neurons under the influence of STDP [4].

In the present study, by theoretical analysis of a reciprocally coupled two-neuron motif we show that the decoupling of the neurons and neuronal populations by stimulation depends on the imbalance of STDP potentiation/depression rates and time constants and the transmission delays. Then the theoretical predictions were numerically tested in a two-layer model of oscillatory networks composed of excitatory and inhibitory neurons where the individual neurons fire irregularly. The patterned stimulation is delivered simultaneously to all neurons (excitatory and inhibitory) in both layers which are connected to each other by plastic excitatory synapses characterized by interlayer propagation delays and are modified according to the STDP rule. Figure 1A shows that the stimulation pattern can shape the interlayer connections by modulating the slowly evolving synaptic dynamics and accordingly desynchronized the neuronal activity. In this way, the synaptic strengths between the layers can change from a strongly coupled regime (Fig. 1B, grey) to a more physiologically favored weakly connected state (Fig. 1B, colored distribution) due to stimulation. Furthermore, two-neuron loops which were prevalent before the stimulation onset, are entirely eliminated after the stimulation due to the stimulation-induced decoupling effect (Fig. 1C, red curve). Our results may contribute to the further optimization of therapeutic brain stimulation protocols and thus can provide new insights to the treatment of patients with hyper-synchronized neurological brain disorders.
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P19: Neuroscience Gateway Enabling Modeling and Data Processing using High Performance and High Throughput Computing Resources

Speakers: Amitava Majumdar
Amitava Majumdar, Subhashini Sivagnanam, Kenneth Yoshimoto, Dave Nadeau, Martin Kandes, Trever Petersen, Ramon Martinez, Dung Troung, Arnaud Delorme, Scott Makeig, Ted Carnevale

The Neuroscience Gateway (NSG) has been serving the computational neuroscience community since early 2013. Its initial goal was to reduce technical and administrative barriers that neuroscientists face in accessing and using high performance computing (HPC) resources needed for large scale neuronal modeling projects. For this purpose, NSG provided tools and software that require and run efficiently on HPC resources available as a part of the US XSEDE (Extreme Science and Engineering Discovery Environment) program that coordinates usage of academic supercomputers. Since around 2017 experimentalists such as cognitive neuroscientists, psychologists, biomedical researchers started to use NSG for their neuroscience data processing, analysis and machine learning work. Data processing workloads are more suitable on high throughput computing (HTC) resources that are suitable for single core jobs typically run to process individual data sets of subjects. Machine learning (ML) workloads require use of GPUs for well known ML frameworks such as TensorFlow. NSG is adapting to respond to the needs of experimental neuroscientists by providing HTC resources, in addition to already enabling successfully the computational neuroscience community for many years by providing HPC resources. Data processing focused work of experimentalists also require NSG to add various data functionalities, such as ability to transfer/store large data to/on NSG, validate the data, process same data by multiple users, publish final data products, visualize the data, search the data etc. These features are being add to NSG currently. Separately there is a demand from the neuroscience community to make NSG an environment where neuroscience tool developers can test, benchmark, and scale their newly developed tools and eventually disseminate their tools via the NSG for neuroscience users.

The poster will describe NSG from its beginning and how it is evolving for the future needs of the neuroscience community such as: (i) NSG has been successfully serving primarily the computational neuroscience community, as well as some data processing focused neuroscience researchers, until now; (ii) new features are added to make it a suitable and efficient dissemination environment for lab-developed neuroscience tools. These will allow tool developers to disseminate their lab-developed tools on NSG taking advantage of the current functionalities that are being well served on NSG for the last seven years such as a growing user base, an easy user interface, an open environment, the ability to access and run jobs on powerful compute resources, availability of free supercomputer time, a well-established training and outreach program, and a functioning user support system. All of these well-functioning features of NSG will make it an ideal environment for dissemination and use of lab-developed computational and data processing neuroscience tools; (iii) NSG is being enhanced such that it can have more seamless access to HTC resources provided by the Open Science Grid (OSG) and commercial cloud. This will allow data processing and machine learning oriented workloads to be able to take advantage of HTC and cloud resources including GPUs; (iv) New data management features are being added to NSG and these include the ability to transfer/upload large data, validate uploaded data, share and publish data etc.

P202: Analysis of Parkinson’s Disease Tremor With t-SNE

Speakers: Dmitrii Todorov
Dmitrii Todorov

Many symptoms of Parkinson’s disease, despite a long history of research, are still not completely understood. In particular, there is no clear understanding on how Parkinsonian rest tremor is generated and even how it can be detected and distinguished from voluntary movements in neural recordings. We use multimodal (MEG and STN LFP) brain data, recorded from tremor-dominant PD patients and employ t-Distributed Stochastic Neighbor embedding (t-SNE) on it to evaluate how distinguishable are distinct behavioral states (rest, tremor, voluntary movements). We also describe which data features (both spectral and time-domain ones) contribute most to such classification."
Epilepsy is one of the most common serious neurological disorders in the world, typified by repeated unprovoked seizures. Such seizures are characterized by an abrupt transition to a hyper-active, and often hyper-synchronous, brain state [1]. These in vivo transitions share noted similarities to mathematical transitions occurring through bifurcations, suggesting that the study of seizure onset is fertile ground for interdisciplinary research [2].

Neuromodulation represents a promising avenue for clinical intervention in patients with epilepsy, although the field is still wanting for principled understandings of how such devices mitigate seizure onset [3]. Such understanding of neuromodulatory mechanisms may allow for better stimulation strategies to reduce the burden of seizures.

Here, we use a network model to probe how sudden transitions into oscillatory dynamics, which share clear parallels with seizure onset, are influenced by both intrinsic and extrinsic inputs. These extrinsic inputs can be viewed as a model of a neuromodulatory intervention. Building on a previous model of cortical gamma activity [4], the model consists of 500 excitatory and 500 inhibitory all-to-all connected Poisson neurons with heterogeneity implemented in their rheobase analogues.

A combination of numerical simulations and mean-field analyses revealed that high variance and/or high frequency stimulation waveforms were most efficient in preventing multi-stability in these networks, where multi-stability serves as a mathematical harbinger of the sudden transition between asynchronous and oscillatory network dynamics. Furthermore, our analysis showed that stabilization of neural activity is via a selective recruitment of inhibitory cells, providing a theoretical undergird for the known key role these cells play in both the healthy and diseased brain. Interestingly, this effect occurred without the need to precisely “target” the inhibitory population, highlighting that neuromodulatory devices utilizing these stimulation paradigms may not need to be excessively “precise” in order to elicit the desired response. While deep brain stimulation systems have long been thought to affect neural circuits via the creation of a “functional” or “informational” lesion [5], potentially through depolarization blockade [6], these findings provide theoretical support for a distinct mechanism of action through selective interneuronal activation. Taken together, these results provide new vistas on the underlying mechanisms through which neuromodulatory approaches stabilize neural microcircuit activity, utilizing a variety of computational tools including numerical simulation, mean-field reduction, and stochastic stability analysis.
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A fundamental requirement for brain function is the efficient communication between different brain regions. This requirement turns out not to be trivial in the presence of various noise sources in the brain. Two possible strategies taken by the nervous system to face the abundance of noise could be to integrate signals either across time (firing rate) or across a population of neurons (synchrony) to retain the signal in spite of the uncorrelated noisy background. However, the reliable transmission of signals requires either strong and sparse or dense and weak connections for reliable transmission of rate codes or synchrony codes, respectively [1].

However, the typical connectivity between brain regions is neither strong nor dense. Recent work has highlighted the importance of feedback connections. Feedback connections can strengthen the signals through reverberations in the bi-directionally coupled modules [2]. This mechanism depends on the matching of the total effective delay along forward and backward intermodule connections and the period of the local oscillations in the modules, determined by the within and between module connections. This raises the question how the networks in the brain might tune their parameters in a range that favours such reliable and economic signal transmission. Here, we tested if the biological synaptic plasticity rules can self-organize an initially disorganized network to such a tuned regime for reliable signal transmission. Inspired by Hebb’s postulate [3], we hypothesized that in the presence of abundant synaptic connections between the modules in a developmental stage of the nervous system, only those with matching parameters for reliable transmission can potentiate. While potentiation of these synapses facilitates the reliable transmission of signals, depression of other “unfit” connections reduces the structural cost and gives rise to an efficient substrate for reliable signal transmission. We found that with STDP, the intermodule connections with delays matching the oscillation period of a single network module were potentiated, whereas other connections were ultimately eliminated (Figs. 1a,b). We also found how this mechanism facilitated reliable signal transmission to downstream areas in case the network consisted of several (up to 10) such modules (Fig. 1c). Our results suggest that STDP can lead to the emergence of networks with tuned parameters for reliable and efficient signal transmission out of an initially inefficient network with an extravagant structural cost.
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To produce timely responses, animals must conquer delays from visual processing pathway by predicting motion. Previous studies [1] revealed that predictive information of motion is encoded in spiking activities of retinal ganglion cells (RGCs) early in the visual path. In order to study the predictive properties of a retina in a more systematic manner, stimuli in the form of a stochastic moving bar are used in experiments with retinas from bull frogs in a multi-electrode system. Trajectories of the bar are produced by Ornstein-Uhlenbeck (OU) processes with different time correlations (memories) induced by a butter-worth low-pass filter with various cut-off frequencies.

We then investigated the predictive properties of single RGC by calculating the time shifted mutual information \( \text{MI}(\delta_t) \) between spiking output from RGCs and the bar trajectories. Intuitively, the peak position of \( \text{MI}(\delta_t) \) is typically negative when considering the processing delay of the retina. Our measured peak positions of \( \text{MI}(\delta_t) \) for some RGCs were characterized by both positive and negative peak position under low-pass OU (LPOU) stimulus. This finding indicates that some RGCs (P-RGCs) are predictive while the others are non-predictive (NP-RGCs). For LPOU with various correlation times, the MI peaks from the P-RGCs are positively correlated with the correlation times of the stimuli while those from the NP-RGCs are always around a fixed negative number (-50ms).

Furthermore, we apply principle component analysis [2] on the waveforms of stimuli preceding each of the neuron’s spike (spike triggered stimuli) to separate spikes into two clusters according to whether their projections to principle component are negative or positive. We find that predictive information can be extracted from the apparent non-predictive NP-RGCs when \( \text{MI}(\delta_t) \) is obtained with spikes from each cluster. This last finding suggests that spikes from a single RGC might have different origins. Since the responses \( r \) from RGCs can carry information for both position \( x \) and velocity \( v \) of the moving bar, we have also performed partial information decomposition [3] for the mutual information between \( r \) and the combined state \( \{x,v\} \) which can be written as \( I[\{x,v\}:r] = S + U_r + U_x + R \) where \( U_r \) and \( U_x \) are the unique contribution from \( x \) and \( v \) respectively while similarly \( R \) and \( S \) are the redundant and synergy contribution. We find that synergy from \( x \) and \( v \) is needed to produce anticipation. A simple spikes generation model with synergy from \( x \) and \( v \) is constructed to understand our experimental data.
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Anticipation is important for living organisms to survive. The anticipative dynamics is found in retina [1], which can compensate for the delay of visual signals during transmission and processing. Responses of retinas (r(t)) from bull frogs have been investigated for anticipative properties in a multi-electrode array system by using whole field stochastic stimulations (S(t)) generated by an Ornstein–Uhlenbeck (OU) process. Time correlated S(t) can be then created by passing the OU signal through a low pass filter with various cutoff frequencies. Anticipative properties of the elicited spikes from the retinas are then characterized by the method of time lag mutual information (TLM) between r(t) and S(t) [1]. We find that only stimulations with long enough correlations can elicit anticipative responses from the retinas; similar to the finding of [1] in which information in the stimulation was time coded. However, information is being rate coded in the present experiment. Recently, Voss [2] proposed that a negative group delay filter can produce anticipative response to low-pass filtered random signals. To test this idea, it is shown that an NGD filter with appropriate parameters can indeed be used to produce TLM from S(t) similar to those observed in experiments. Furthermore, experiments with dark and bright Gaussian light pulses further confirmed that retina can be considered as an NGD filter; but only for the dark pulses. This last finding and the NGD capability of the retina suggest that there is a delayed negative feedback in the off-pathway of the retina. In fact, a two neuron-model with delayed negative feedback can be shown to produce properties of an NGD filter. Presumably, such mechanism might also exist in a retina.
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P230: Estimation of the cortical microconnectome from in vivo spiking activity in the macaque monkey

Speakers: Aitor Morales-Gregorio, Paulina Dąbrowska, Robin Guzen, Sarah Palmis, Sofia Paneri, Alexandre René, Panagiotis Sapountzis, Markus Diesmann, Sonja Gruen, Johanna Senk, Georgia G. Gregoriou, Bjørg E. Kilavik, Sacha van Albada

The typical range of local connectivity in the cerebral cortex delineates columnar microcircuits, within which the layer- and population-specific connectivities present features that are preserved across species and cortical areas. However, when considered in more detail, the internal connectivity structure, i.e., the microconnectome (MC), of such microcircuits is variable across cortical areas. Furthermore, the parameters describing the MC are largely unknown for most cortical areas. Models constructed based on structural data have been able to recover realistic first-order spike train statistics in early sensory cortical areas [1, 2]. These bottom-up models can be constructed owing to the availability of extensive anatomical and physiological data from early visual and somatosensory areas. However, such measurements are less abundant for higher-order cortices, limiting bottom-up modeling until further biological measurements are published. Here we present an analysis that aims to overcome some of the limitations in currently available anatomical data. We use experimentally measured electrophysiological activity from vision-related and motor areas to constrain the connectivity of cortical microcircuit models and infer area-specific features of the MC. The novel experimental data consist of simultaneous layer-resolved laminar recordings from macaque primary motor (M1) and premotor (PMd) cortices [3]; as well as acute simultaneous recordings of macaque dorsolateral prefrontal cortex (dIPFC) and visual area V4. All data were recorded during resting-state sessions, i.e., while the subjects were not performing any task. Data from the resting state are expected to deliver rich dynamics related to the underlying connectivity structure [4].

We explore the parameter space of the MC with an evolutionary algorithm using biologically inspired spiking cortical microcircuit models. During the parameter estimation phase, a set of standardized statistical tests, based on established single-neuron and population statistics [5], are used to score the similarity between the simulated data and experimental recordings. The score is calculated based on the overlap between experimental and simulated data statistics via the Wasserstein distance. Parameter estimates are obtained by maximizing this score, and are then validated against a separate set of statistics, which were not used in the estimation phase. Finally, we assess the similarities and differences of estimated model parameters across areas.

Back-propagation is a popular machine learning algorithm that uses gradient descent in training neural networks for supervised learning. In stochastic gradient descent a cost function $C$ is minimized by adjusting the weights $w_{ij}$ as $\Delta w_{ij} = -\eta \frac{\partial C}{\partial w_{ij}}$ at every training sample. However, learning with back-propagation can be very slow. A number of algorithms have been developed to speed up convergence and improve robustness of the learning. One way is to start with a high learning rate and anneal it to lower values at the end of learning. Other approaches combine past updates with the current weight update, such as momentum [1] and Adam [2]. These algorithms are now standard in most machine learning studies, but are complicated to implement biologically.

Inspired by synaptic competition in biology, we have come up with a simple and local gradient descent optimization algorithm that can reduce training time, with no demand on past information. Our algorithm works similarly to the traditional gradient descent used in back-propagation, except that instead of having a uniform learning rate across all synapses, the learning rate depends on the current connection weights of individual synapses and the $L^2$ norm of the weights of each neuron.

Our algorithm encourages neurons to form strong connections to a handful of neurons of their neighbouring layers by assigning higher learning rate $\eta_j$ to synapses with bigger weights $w_{ij}$: $\Delta w_{ij} = -\eta_0(|w_{ij}|+\alpha)/(||w_j||+\alpha)(\frac{\partial C}{\partial w_{ij}})$, where $i$ represents the indices of the post-synaptic neurons and $j$ represents the indices of the pre-synaptic neurons. The parameter $\alpha$ is set at the range of values such that at the beginning of training $\alpha > ||w_j|| \gg w_{ij}$ so that all synapses have learning rate close to $\eta_0$. As learning progresses, the learning rate of large synapses stays close to $\eta_0$, while the learning rate of small synapses decreases. Here, $||w_j||$ is summing over all the post-synaptic weights of a pre-synaptic neuron, leading to each pre-synaptic neuron having strong connections to a limited amount of post-synaptic neurons only. However, our algorithm also works by replacing this term with $||w_i||$, which promotes every post-synaptic neuron to form strong connections to small number of pre-synaptic neurons instead. We note that the proposed modulation of learning can easily be imagined to occur in biology, as it only requires post-synaptic factors and requires no memory.

We have tested our algorithm with back-propagation networks with one hidden layer consisting of 100 units to classify the MNIST handwritten digit dataset with 96% accuracy. Compared to networks equipped with the best constant learning rate, networks train 24% faster with our algorithm. The improvement is even greater with smaller networks: with 50 units in the hidden layer, our algorithm shortens the training time by 40% with respect to the best constant learning rate. Preliminary results also show that our algorithm is comparable to Adam for the small networks that we have tested. Thus, our algorithm has shown the possibility of a local and biological gradient descent optimization algorithm that only requires online information.


In order to examine the formation of predictive motor memories, typical behavioural motor learning experiments perturb participants reaching movements using an external force field, to which they rapidly adapt, and exhibit after effects when the force field is removed. During the force field adaptation trials (Fig. 1), subjects move their hand from the start position (red circle) to the target position (black x) while a force field perturbs the movement (strength and direction indicated by yellow arrows) causing the hand to move to the final position (green circle). After the force field is removed, a washout effect is observed. While previous computational models can recreate the behavioral results, they do not account for the neural mechanisms involved. A computational model including a synaptic mechanism can help to explain the processes involved in motor learning. For this reason, we developed a bump-attractor, spiking neuron model of primary motor cortex (M1) proposing a synaptic mechanism using reward-based neurotransmitter release to explain motor adaptation and washout. The developed model consists of directionally-tuned neurons, shown to exist in M1 in biology, that encode the hand position through average neural firing. The force field is modeled through a simulated, external current perturbing the neural activity in the direction of the force field. In biology, Norepinephrine is released from locus coreuleus to M1 when errors are detected in the visual pathway. Norepinephrine affects M1 in a goal-directed manner, increasing the excitatory synaptic responses in the so-called hotspot, which is determined by arousal. For the model to remain close to biology, adaptation is modeled through an error-dependent increase in excitatory to excitatory conductance in the target position within the M1 model, leading to a decrease of the perturbation on the stable bump of neural activity across trials. Washout is implemented through a shift of the hotspot and the accumulated Norepinephrine through a motor-coordinate system shift during force field removal. After the initial washout trial, the wrongful coordinate system shift is detected and Norepinephrine in the shifted hotspot decays. The simulations from the proposed computational model qualitatively account for both: adaptation and washout as seen in comparison to the behavioural data from [1] (Fig. 1). Thus, the model suggests for the first time a biologically plausible synaptic mechanism in M1 that can explain the main features of motor learning of external dynamics.
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P28: Inhibitory gain allows transitions between integrated and segregated states: a neuromodulatory analysis from whole-brain models

Speakers: Carlos Coronel, Patricio Orio, Rodrigo Cofré

In the brain, at the macroscale level, two organizational principles participate in the processing of information: segregation and integration. While segregation allows the processing of information in specific brain regions, integration coordinates the activity of these regions to generate a behavioral response [1]. Recent studies suggest that the cholinergic system promotes segregated states and the noradrenergic system promotes integrated states, both measured using graph theoretical tools over the functional connectivity (FC) matrices [2,3]. We extended this neuromodulatory framework by including the noradrenergic system (response gain), and the effect of the cholinergic system in the excitatory and inhibitory circuits separately (excitatory and inhibitory gain). The neuromodulatory framework was tested using the Jansen Rit neural mass model [4], built from real human structural connectivity matrices and heterogeneous transmission delays for long-range connections (Fig. 1). The fMRI-BOLD signals were simulated using a generalized hemodynamic function model, and features such as the global phase synchronization, oscillatory frequency and SNR were measured. On the other hand, FC matrices were built using pairwise Pearson's correlation from the simulated BOLD signals. Thresholded FC matrices were analyzed with graph theoretical tools for computing segregation and integration. Our results suggest that functional integration is possible only with the suppression of the feedback excitation, mediated by the inhibitory gain, and follows a sigmoid or inverted U-shaped function, depending of the noise intensity levels. Also, the integration is accompanied by an increase in signal to noise ratio and regularity of EEG signals. The results suggest a mechanistic interpretation. We propose that the cholinergic system neuromodulation on the excitatory connections increases SNR locally, and the effect of that system on the inhibitory interneurons suppresses the local cortico-cortical transmission, increasing the responsivity of pyramidal neurons to stimuli from distant regions. Finally, the noradrenergic system coordinates long-range neural activity promoting integration. This framework constitutes a new set of tools and ideas to test how neural gain mechanisms mediate the balance between integration and segregation in the brain.


The mammalian olfactory bulb is an intensively investigated system that is important in understanding neurodegenerative diseases. Insights gained from understanding the system also have important agricultural and national security applications. In this work, we developed a large-scale, biophysically, and geometrically realistic model of the mouse olfactory bulb and the gamma frequency oscillations[1] it exhibits. Model code, documentation, and tutorials are available at [olfactorybulb.org](https://olfactorybulb.org).

The model consists of realistic mitral, tufted (excitatory), and granule (inhibitory) cell models whose electrophysiology and reconstructed morphology have been validated against experimental data using a suite of NeuronUnit[2] validation tests. The cell models were realistically placed, oriented, and confined within anatomically correct mouse olfactory bulb layers obtained from the Allen Brain Atlas[3] using features of BlenderNEURON software[4]. Dendritic proximity was used to form chemical and electrical synapses between principal and inhibitory cell dendrites. Glomeruli were stimulated using simulated odors obtained from optical imaging experiments. The local field potentials generated by the network were monitored and processed using wavelet analysis to replicate a gamma frequency pattern (fingerprint) consisting of an early-high, and later-low frequency temporal components. Simulations were performed using parallel-NEURON[5].

The network was subjected to computational manipulations, which revealed the critical importance of gap junctions, granule cell inhibition, and input strength differences between mitral and tufted cells in generating the gamma fingerprint. Specifically, at glomerular level, gap junctions synchronize the firing of mitral cell and tufted cell populations. Synchronized tufted cells activate granule cells, which inhibit mitral cells. Meanwhile, reduced afferent excitatory input results in mitral cell activation delay, which is amplified by tufted cell activated granule cell inhibition. The interaction between these three mechanisms results two clusters of activity seen in the gamma fingerprint (Fig 1).

The results of the computational experiments support mechanistic hypotheses proposed in earlier experimental work and provide novel insights into the mechanisms responsible for olfactory bulb gamma fingerprint generation, which can be directly tested using common experimental preparations.
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The primary visual cortex is one of the most complex parts of the brain offering significant modeling challenges. With the ongoing development of neuromorphic hardware, simulation of biologically realistic neuronal networks seems viable. According to [1], Generalized Leaky Integrate and Fire Models (GLIFs) are capable of reproducing cellular data under highly standardized conditions. In this work, we report progress on the implementation of five variants of the GLIF model [1], incorporating different phenomenological mechanisms, into Intel's latest neuromorphic hardware, Loihi [2]. Loihi's architecture supports hierarchical connectivity, dendritic compartments and synaptic delays, which makes the current LIF hardware abstraction in Loihi a good match to GLIF models. However, there are challenges in the form of choice of a solver for the neuronal dynamics, precise detection of spikes and the fixed-point arithmetic on Loihi. The experimental data and the classical simulation of GLIF act as references for the neuromorphic implementation. We assess the performance of Loihi models with a RMSE error metric against known models [1, 3]. Our preliminary results show improved matches with increased voltage and temporal precision, and vastly improved performance and scaling with increased network size.
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Transcranial alternating current stimulation (tACS) noninvasively applies electric fields to the brain with the aim of entraining neural activity. As recordings of extracellular potentials are highly affected by the stimulation artifact, M/EEG recordings before and after tACS have become the standard to investigate neurophysiological effects of tACS in humans. In particular, we recently showed that dual-site tACS can modulate functional connectivity between the targeted regions outlasting the stimulation period, with in-phase stimulation (phase lag zero) increasing connectivity compared to anti-phase stimulation (phase lag $\pi$) [1]. Although the mechanism for such after-effects is not known, spike-timing dependent plasticity (STDP) has been proposed as a candidate [2,3]. We aim (1) to find a possible mechanism for our experimentally observed connectivity changes, and (2) to estimate if our dual-site tACS setting can successfully be extended to any stimulation frequency and target area. We simulated two populations of each 1000 regularly spiking Izhikevich neurons [4] with realistic firing rate distributions. Excitatory connections from each neuron to 100 random neurons of the other population with synaptic delay were subject to an experimentally observed STDP rule [5]. tACS was applied as sinusoidal input currents to both populations with varying phase lags. To validate our model, we correlated experimentally found connectivity changes [1] between targeted sub-regions with the fiber length connecting those sub-regions. Synaptic weight changes depended on tACS frequency, phase lag, and synaptic delay. For 10 Hz tACS, synaptic weight changes between in- and anti-phase tACS monotonically decreased within the range of physiological cortico-cortical conduction delays. Confirming this finding, our experimental data showed a negative correlation between functional connectivity modulation (in-phase vs anti-phase tACS) and fiber length. Extending the simulations to other tACS frequencies, we find that the expected direction of connectivity modulation can only be expected for low tACS frequencies and small delays or delays that are near multiples of the tACS cycle length. In conclusion, our experimental findings [1] are in accordance with STDP of synapses between the stimulated regions. Nevertheless, the approach cannot be generalized to all tACS frequencies and delays. Most robust effects are expected for low tACS frequencies and small delays. Acknowledgement: This work has been supported by DFG, SFB 936/project A3. References: [1] Schwab, B. C., Misselhorn, J., & Engel, A. K., Modulation of large-scale cortical coupling by transcranial alternating current stimulation. Brain stimulation, 2019, 12(5), 1187-1196. [2] Wischnewski, M., Engelhard, M., Salehinejad, et al., NMDA receptor-mediated motor cortex plasticity after 20 Hz transcranial alternating current stimulation. 2019, Cerebral Cortex, 29(7), 2924-2931. [3] Vossen, A., Gross, J., & Thut, G., Alpha power increase after transcranial alternating current stimulation at alpha frequency ($\alpha$-tACS) reflects plastic changes rather than entrainment. 2015, Brain stimulation, 8(3), 499-508. [4] Izhikevich, E. M., Simple model of spiking neurons. 2003, IEEE Transactions on neural networks, 14(6), 1569-1572. [5] Froemke, R. C., & Dan, Y., Spike-timing-dependent synaptic modification induced by natural spike trains. 2002, Nature, 416(6879), 433-438.
Anatomically and biophysically detailed neuronal models, that are built in a data-driven manner, are useful tools in understanding and predicting the behavior and function of the different cell types of the brain. Due to the growing number of computational and software tools and the increasing body of experimental data from electrophysiological measurements, that enable more accurate neuronal modeling, there is a constantly increasing number of different models of many cell types available in the literature. These are usually developed using different methods and for different purposes, most often to reproduce the results of a few selected experiments, and it is often unknown how they would behave in other situation or whether they are able to generalize outside their original scope. This might be the reason why it is uncommon in the modelling community to re-use and further develop already existing models, which prevents the construction of consensus “community models” that could capture an increasing proportion of the electrophysiological properties of the given cell type. In addition, even when models are re-used they may lose their ability to capture their originally adjusted behavior while their parameters are retuned to make them fit another subset of experimental data.

The collaborative approach of model development requires extensive validation test suites which enables modelers to evaluate their models against experimental observations according to standardized criteria and to explore the changes in model behavior at the different stages of its development. Applying automated tests also facilitates optimal model re-use and co-operative model development by making it possible to learn more about models published by other groups (beyond the results included in the papers) with relatively little effort.

Initially we addressed this issue by developing an open-source Python test suite, called HippoUnit () for the automated and systematic validation and quantitative comparison of the behavior of models of the hippocampal CA1 pyramidal cells (which is one of the most studied cell type) against electrophysiological data. We applied HippoUnit to test and compare the behavior of several different hippocampal CA1 pyramidal cell models available on ModelDB (results are available at: ). We also employed the test suite to aid the development of models within the Human Brain Project (HBP) and integrated the tests into the validation framework developed in the HBP.

Currently we are extending this test suite by adding new tests for the validation of other important hippocampal cell types. New validation tests cover somatic behavior and signal propagation in dendrites of basket cells and CA3 pyramidal cells, and the propagation of action potential in the axon of basket cells.

By presenting these results we hope to encourage the modeling community to use more systematic testing during model development, in order to create neural models that generalize better, and make the process of model building more reproducible and transparent.
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In recent years, there has been a surge of interest in how dendrites and their complex geometry allow for integration of spatiotemporal patterns of input and transformation into neuronal response. [1, 2] Although sizeable amounts of synaptic input arrive at distinct branches, the dendritic tree must convert this composite signal into meaningful information, which will be then transferred to the soma and potentially evoke spiking activity. [3] While there has been considerable development in dendritic integration modeling in the last two decades, single-compartment neurons are still a hallmark of computational neuroscience and machine learning [2]; this level of abstraction, however, ignores components of dendritic integration that may be essential to properly represent neuronal dynamics, hence limiting the performance of the studied systems.

Some of these shortcomings were recently overcome by a two-compartment model that introduced a self-supervision rule within a single neuron to minimize information loss between dendritic synaptic input and somatic output spiking activity. [4] Networks composed of this neuron model could perform a variety of unsupervised temporal feature learning tasks such as chunking and blind source separation, usually performed by specialized networks with different learning rules. We wish to generalize this learning principle and develop a new framework in which dendritic trees have two or more compartments with hierarchical, linear-nonlinear integrations. [3] Here we investigate how can self-supervision be defined in this system and examine its accuracy when presented to the previously introduced temporal feature learning tasks. We expect that, by distributing the synaptic input into different compartments of the same neuron, our model can use delayed integration to differentiate similar temporal patterns that were previously indistinguishable.
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P72: Comparison of surrogate techniques for evaluation of spatio-temporal patterns in massively parallel spike trains

Speakers: Alessandra Stella, Peter Bouss, Günther Palm, Sonja Gruen

To identify active cell assemblies we developed a method to detect significant spatio-temporal spike patterns (STPs). The method, called SPADE [1,2,3], identifies repeating ms-precise spike patterns across neurons. SPADE first discretizes the spike trains in exclusive bins (defining the pattern precision, e.g. 5ms) and clips the bin content to 1 if more than 1 spike is therein. Second, STPs are mined by Frequent Itemset Mining [4], and their counts are evaluated for significance through comparison to surrogate data. The distribution of the pattern counts in the surrogate data provides p-values for determining the significance of grouped patterns. The surrogate data implement the null-hypothesis of independence, and a classical choice is to apply uniform dithering (UD) [7], i.e. independent, uniformly distributed displacement of each spike (e.g. in a range of +/- 5 times the bin width [1]). This approach does not maintain the absolute refractory period and a potentially existing ISI regularity. The binarization leads in the surrogates to a higher probability of more than 1 spike per bin, and thus by the consecutive clipping to a reduction of the spike count (up to 12%, in particular for high firing rates) as compared to the original data. This may cause false positives (cmp. [9]). Therefore, we explored further methods for surrogate generation. To not have different spike counts in the original and the surrogate data, bin-shuffling shuffles the bins after binning the original data. To keep the refractory period (RP) uniform dithering with refractory period (UD-RP) does not allow dithered spikes within a short time interval after each spike. Dithering according to the ISI distribution (ISI-D) [e.g. 7] or the Joint-ISI distribution (J-ISI-D) [5] conserves the ISI and ISI/J-ISI distributions, respectively. Spike-train shifting (ST-Shift) [6,7] moves the whole spike train, trial by trial, by a random amount, thereby only affecting the relation of spike trains to each other. Thus all of these implement different null-hypotheses, as summarized in the table below. It shows the non-preservation (no/yes) of features in the various surrogates compared to the original data. We applied all surrogate methods (within SPADE) and compared their results using artificial, and experimental spike data simultaneously recorded in pre-/motor cortex of a macaque monkey performing a reach-to-grasp task [8]. We find that all methods besides UD lead to very similar results in terms of number of patterns and their composition. UD results in a much larger number of patterns, in particular if neurons have very high firing rates and exhibit regular spike trains. We conclude that the reduction in the spike count using UD increases the false positive rate for spike trains with CV.

P74: Implications of reduced somatostatin interneuron inhibition in depression on human cortical microcircuit activity

Speakers: Heng Kang Yao, Alexandre Guet-McCreight, Etay Hay

There is increasing evidence of reduced cortical inhibition in a variety of psychiatric disorders such as major depressive disorder (MDD) and schizophrenia. Cortical inhibition is mediated by GABAergic interneurons and plays a key role in modulating information processing in cortical pyramidal neurons. In particular, interneurons expressing somatostatin (SST) inhibit the distal dendrites of pyramidal neurons and mediate lateral inhibition. Recent postmortem studies showed reduced SST expression in these interneurons in MDD patients, suggesting weaker levels of inhibition. The reduced inhibition is thought to result in a lower signal-to-noise ratio of cortical microcircuit activity, due to abnormally increased intrinsic activity compared to stimulus- evoked activity. We test this hypothesis and characterize the implications of reduced SST inhibition in depression using novel computational models of human cortical microcircuits. We generated detailed models of the major neuronal types in human cortical layer 2/3, by integrating unique human electrophysiology data and applying machine-learning optimization algorithms. We connected the model neurons in a microcircuit according to connectivity statistics and synaptic parameters derived from the literature. We show that intrinsic activity significantly increases in models of MDD microcircuits, in which SST interneuron inhibition was reduced, compared to healthy microcircuits. We then then compared the signal-to-noise ratio of intrinsic and evoked activity in healthy and MDD microcircuits. Our results thus elucidate the role that inhibition plays in normal and pathological information processing by human cortical microcircuits.
Although epilepsy is the most chronic neurological disorder, the mechanisms underlying the initiation of epileptic seizure remain unknown. Epileptic seizures are generated by intense activity emerging from a highly synchronized neuronal population. These phenomena are usually preceded and followed by intervals of reduced activity, known as interictal periods. Importantly, the transient neuronal activity during these interictal periods -known as interictal epileptiform discharges (IEDs)- is considered a key mechanism governing the transition to seizure. However, whether IEDs prevent or facilitate that transition is still a matter of debate. In this work, based on previous findings in [1], we show how these dual effects for IEDs can be interpreted in terms of the phasic response of a slow-fast system. Indeed, since the phase response of a given system follows from its isochrons distribution, we perform a theoretical and computational study of the isochrons and phase response curves of different planar slow-fast epileptic models. Our results unfold the strong influence of the slow vector field in the phasic response of the system to IEDs and suggest theoretical strategies whose effects range from the short delay to the full suppression of seizures.
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The prefrontal cortex (PFC) plays an important role in executive functions that guide reward-seeking, goal-directed and memory-guided behaviours. However, the contribution of specific cell types to the activity of broader cortical circuits remains largely unknown. This is important to inform accurate computational models of prefrontal cortex function. Here, we used high-density multielectrode arrays containing 4,096 closely spaced electrodes to monitor the spiking activity of PFC neurons in acute slice preparations. We developed spike sorting techniques that combined spline interpolation and principal component analysis to distinguish regular-spiking excitatory neurons from fast-spiking inhibitory interneurons. Our sorting algorithm was validated using a targeted combination of viral and optogenetic strategies. By cell-type-specific optogenetic stimulation, we described how parvalbumin interneurons regulate the interplay between excitation and inhibition. Specifically, we characterized the influence of parvalbumin interneurons on network-wide firing rates and distance-dependent pairwise correlations within the PFC. These results form a key target for computational models that aim to capture the interactions between excitation and inhibition in cortical areas.
P107: Inferring parameters of DBS-induced short-term synaptic plasticity from in-vivo recordings of human brain

Speakers: Alireza Ghadimi
Alireza Ghadimi, Luka Milosevic, Suneil Kalia, Mojgan Hodaie, Andres Lozano, William Hutchison, Milos Popovic, Milad Lankarany

Background

Short-term synaptic plasticity (STP) is the dynamic of change in the synaptic weight with respect to the presynaptic spiking activity. Recent studies showed that STP is involved in several brain processes. Several computational works have been done on inferring STP parameters; [2]–[5] however, these studies utilized in-vitro signals of intracellular recordings (except Ghanbari et al.) from rodents to create their models, which is not necessarily representative of in-vivo human brain dynamics. To this end, we developed a parameter inference method which estimates parameters of STP induced by DBS, verified by experimental data obtained from intracranial recordings of single-neuron activity in surgical patients.

Method

To acquire spiking activity, two closely spaced microelectrodes were placed in the thalamic ventral intermediate nucleus (Vim) during awake DBS surgeries. One electrode was used to record single-unit spiking activity, while the other was used to deliver stimulation pulses at various frequencies (5Hz, 20Hz, 30Hz, 50Hz, 100Hz, 200Hz). The included data were collected from 15 patients [7]. The narrow stimulus pulses were removed, after which data were high-pass filtered to better isolate single unit activity. Using stimulus artifacts as triggers, we extracted the instantaneous firing rate of neurons in response to each DBS pulse of the 5Hz stimulation trains, and averaged over all inter-pulse intervals. Due to the low stimulation rate (i.e. 5Hz), no STP is induced in this data. The resultant waveform is equivalent to the impulse response.

In order to mimic STP behavior, we used the Tsodyks-Markram phenomenological model, which generates the postsynaptic current according to the spiking history of the presynaptic neuron[6]. To reconstruct the firing rate induced by DBS, we give the pulse train of DBS as the input of the Tsodyks-Markram model. The model generates a postsynaptic current in response to DBS pulses. We use this response to make modulated pulse trains that represent the effect of STP by changing the amplitude of each pulse. The modulated pulse train is convolved with the impulse response of the neuron in order to make an estimation of the DBS-induced firing rate. The estimated firing rate is compared with the experimental instantaneous firing rates throughout the stimulation trains at each of the other stimulation frequencies.

To achieve the true parameters of the Tsodyks-Markram model we should minimize the error between experimental and estimated firing rate. True parameters should be valid for all frequencies, therefore we define the error function as the average error of 30Hz, 50Hz, 100Hz, and 200Hz frequencies. To minimize the error, we employ Bayesian Adaptive Direct Search, which is a fast non-derivative optimization algorithm. The optimization algorithm should select parameters such that the output of the model most accurately represents the dynamic changes which occur to the synaptic weights induced by each individual successive stimulus pulse throughout individual stimulation trains.

Results

The figure below (Figure 1) shows the experimental data versus the model output generated by the parameter estimation algorithm. The estimated parameters show a good match for all frequencies, verifying the validity of this approach. Overall, the results suggest that this method can be used for the assessment of STP dynamics of in-vivo human neuronal recordings.
At the individual axon-level, myelin speeds the transmission of information, however, at the system-level, myelin across the whole brain acts as a network and organizes brain activity. This is done through the influence of the timing of neural signaling both within and across functional brain networks, which is important for cognitive processes [1]. Studies have shown that propagation delays play a critical role in shaping neural activity, specifically via the mutual synchronization of neural oscillations [2,3,4]. As such, the right distribution of conduction delays is a key factor in maintaining optimal brain functioning.

** **

In this research, we developed a prototype for a computational pipeline that estimates conduction delays in brain interactions directly from population dynamics data for regions across the whole brain. This pipeline involves simulating brain-scale network activity using a modified Kuramoto model that incorporates information about temporal latencies. This model is built of interacting oscillatory nodes, each representing an individual brain region, and described by a system of first-order nonlinear stochastic delay differential equations.

** **

Furthermore, we developed a learning routine based on an evolutionary algorithm that optimizes parameters in our brain-scale network model to generate output that matches a given set of brain activity measurements, such as EEG. In this way we are able to leverage our knowledge of the biophysical interpretation of the parameters and structure of the computational model, to get insight on the role of conduction delays for the context of the brain dynamics we are interested in. This computational pipeline is also designed to be scalable and can be used to estimate delays for increasing sizes of networks while maintaining computational efficiency, by splitting the learning routine across multiple CPUs. This computational pipeline is modular and can be modified to incorporate various computational models such as our complementary research that focuses on the temporal aspect of adaptive myelination [5].

** **

Our approach can be used to investigate conduction delay distributions in the context of neurodegenerative disorders, such as multiple sclerosis. We can also use this pipeline to investigate conduction delays in the healthy population and better characterize regular developmental processes and learning through longitudinal studies.

** **

References

** **


Pyramidal neurons are abundant in the neocortex and known to contribute to diverse and complex cognitive functions. To better understand the role of individual pyramidal cell types we need neuron models that can be efficiently and reliably simulated and analyzed when embedded into circuit-level models yet that maintain the necessary structural and functional complexity. In this study we contribute to this goal the following ways: **1)** We review and compare over 50 published mammalian cortical pyramidal neuron models available in the literature and public repositories (with the focus on models implemented in the NEURON simulation environment). **2)** We test two recently published tools that tackle critical issues for detailed neuron modeling, the role of model complexity and size and the sensitivity to numerous and occasionally unreliable model parameters.

In goal 1, we compared the models based on the following criteria: the brain area and layer, number of compartments, biophysical properties, software used to simulate the model, and the amount of experimental data used to construct and fine-tune the model. Based on this work, we chose a layer 2/3 pyramidal cell model from the rat somatosensory cortex, acquired from the Blue Brain Project data portal [1], as our test case. We used two recently published toolboxes, Neuron_Reduce and Uncertainpy, to analyze the model. Neuron_Reduce [2] is designed for simplifying the morphology of the model while replicating the model dynamics and accelerating the simulations considerably. Uncertainpy [3] allows the user to examine the impact of uncertainty and sensitivity of the model parameters.

The analyses carried out in this work show that Neuron_Reduce toolbox is an effective tool for simplifying the morphological structure of neuron models. With moderate reduction of the model (preserving 10-25% of the original model compartments) the Neuron_Reduce toolbox simplifies the dendritic structure of the cell while replicating the behavior of the original model. However, a dramatic reduction (preserving 3% of the original model compartments) led to changes in the shape of action potentials. The results obtained with Uncertainpy suggest that the reduced model shows sensitivity to only a subset of model parameters among those that affect the original model. For example, while the original model depends on several somatic conductances, the reduced model is sensitive mainly to sodium and potassium channel conductances. Based on our testing, both toolboxes will be useful tools for analyzing models in neuroscience. In addition, they can help the re-use of compartmental models in new modeling initiatives, particularly when modeling multiple spatiotemporal scales of the brain phenomena.

Acknowledgments

This work was supported by the Academy of Finland (decision Nos 297893 and 318879).

References


Calcium plays highly critical roles in various physiological processes such as muscle contraction, neurotransmission, cell growth and proliferation. Intracellular calcium handling mechanisms have been studied extensively. However, concepts of intracellular calcium dynamics must be complemented with the knowledge of calcium spread in tissues where neighbouring cells are coupled to each other forming a syncytium. Intercellular calcium waves (ICW) are ‘complex spatiotemporal events’ essentially comprising of an elevated level of intracellular calcium that appears to spread from the initiating/stimulated cell to the coupled neighbours [1]. Gap junction mediated diffusion has been identified as a crucial mechanism for ICW in syncytial tissues [2].

The complex structure of syncytial tissue, coupled with different signalling molecules and their varied mechanisms of involvement makes it difficult to study ICW from a quantitative point of view using in vitro or in vivo experiments. Though mathematical models describing ICW propagation in two- dimensions exist, there is no report of a biophysical model to account for three dimensional propagation of ICW in vivo in syncytial tissues. A key objective of our work was to realize, using the NEURON platform, a model for 3-D propagation. Several computational labs (primarily working on neural networks) make use of this platform to build models. However to our knowledge, in none of the existing cellular network models has chemical coupling of cells been incorporated. Successful implementation of our developed technique would produce a biophysically detailed model incorporating structural, electrical as well as chemical aspects that could be used to upgrade all existing models once suitable changes in parameters are made.

Gap junctions, in the NEURON platform, have usually been modelled as low resistance electrical shunts between connected cells [3]. In a novel approach we modelled the gap junction such as to enable it to transfer calcium between connected cells, based on the ion’s electro-chemical gradient. We have equipped the detrusor smooth muscle cell model with intracellular calcium handling mechanisms and then modified the gap junctional connection to incorporate intercellular calcium flow, besides non-specific current. We have successfully simulated calcium spread from the source cell to its adjoining neighbours and beyond. Within the network, as the distance from the source cell increases, extent of calcium flow diminishes as it propagates due to diffusion, buffering and its being pumped out of the cells (Fig. 1).

Our model is in a preliminary stage and is yet to be tuned. Literature pertaining to ICW in detrusor is scant. Hence the model would need to be tuned in terms of overall cellular response, with active ion channels integrated. Subsequently, techniques mimicking messenger regeneration would need to be incorporated, besides passive diffusion.
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The cerebellar circuitry has been modeled widely, with realistic and accurate models now existing for most of the cerebellar neurons [1]. The glial cell population of the cerebellum, however, has been largely neglected by computational modelers. No realistic whole-cell models have been previously implemented for any of the cerebellar glial cell types: oligodendrocytes, microglia, or astroglia. In this work, we were interested in reconstructing a detailed morphology for the best-known cerebellar astroglial cell type, Bergmann glia. Bergmann glia are radial astrocytes of the cerebellar cortex, with somata located at the Purkinje cell layer, 3-6 long processes extending through the molecular layer, and endfeet. The processes give rise to smaller appendages characterized by microdomains that enwrap neuronal synapses [2]. The reciprocal communication between Bergmann glia and the neighboring neurons is vital for development and plasticity of the cerebellum [3].

Currently no reconstructions of cerebellar glial cells are available in public databases. The reconstruction of Bergmann glia required both an astroglial stem tree as well as a more detailed morphology for reconstructing the astroglial nanoscopic architecture. The stem tree was built with the NEURON CellBuilder tool [4] with values found from literature [2,5]. For the nanoscopic architecture, a 3D reconstruction of a Bergmann glial appendage was recreated based on a video file [2] with AgiSoft Metashape and Blender. As the exact reconstruction of the nanoscopic architecture would be computationally unfeasible, a novel computational tool ASTRO [6] was used to define statistical properties from the reconstructed appendage. The final morphology was assembled with ASTRO and verified functionally by simulating microscopic calcium dynamics with the tool.
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Gamma rhythms play a major role in different processes in the brain, such as attention, working memory and sensory processing. The communication-through-coherence (CTC) hypothesis [1, 2] suggests that synchronization in the gamma band is one of the key mechanisms in neuronal communication and counterintuitively noise can have beneficial effects on the communication [3].

Recently, Meng et al. [4] showed that synchronization across interacting networks of inhibitory neurons increases while synchronization within these networks decreases when neurons are subject to independent noise. They focused on inhibitory-inhibitory connections with gamma band activity produced by the interneuronal network gamma mechanism (ING). However, experimental and modeling studies [5] point towards an important role of the pyramidal-interneuronal network gamma (PING) mechanism in the cortex and the established view is that cortico-cortical connections are predominately excitatory [6].

We build up on Meng et al. [4] results and intend to verify if their findings can be observed in interacting gamma rhythms produced by a PING mechanism. In our ongoing research we model interacting excitatory-inhibitory networks and analyze how synchronization changes depending on strength and correlation of noise in different network settings. We expect to see the same effect in our model as (1) the delay of spiking by inhibition is integral to both ING and PING and (2) Meng et al. [4] replicated the effect in different neuron models as well as relaxation oscillators.

Uncovering whether, and if yes, under which conditions, stochastic fluctuations can also have beneficial effects on gamma oscillations produced by a PING mechanism, would further our understanding of inter-regional communication. However, importantly, it might also yield mechanistic explanations for altered neuronal dynamics in psychiatric disorders, since for example, disturbances in neuronal oscillations in the gamma band, especially reduced synchronization, are a key finding in schizophrenia [7].
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One of the most prevalent characteristics of neurobiological systems is the abundance of recurrent connectivity. Regardless of the spatial scale considered, recurrence is a fundamental design principle and a core anatomical feature, permeating the micro-, meso- and macroscopic levels. In essence, the brain (and, in particular, the mammalian neocortex) can be seen as a large recurrent network of recurrent networks. Despite the ubiquity of these observations, it remains unclear whether recurrence and the characteristics of its biophysical properties correspond to important functional specializations and if so, to what extent. Intuitively, from a computational perspective, recurrence allows information to be propagated in time, i.e. past information reverberates so as to influence online processing, endowing the circuits with memory and sensitivity to temporal structure. However, even in its simpler formulations, the functional relevance and computational consequences of recurrence in biophysical models of spiking networks are not clear or unambiguous and its effects vary depending on the type and characteristics of the system under analysis and the nature of the computational task. Therefore, it would be extremely useful, from both an engineering and a neurobiological perspective, to know to what extent is recurrence necessary for neural computation. In this work, we set out to quantify the extent to which recurrence modulates a circuit's computational capacity, by systematically measuring its ability to perform arbitrary transformations on an input, following [1]. By varying the strength and density of recurrent connections in balanced networks of spiking neurons, we evaluate the effect of recurrence on the complexity of the transformations the circuit can carry out and on the memory it is able to sustain. Preliminary results demonstrates some constraints on recurrent connectivity that optimize its processing capabilities for mappings that involve both linear memory and varying degrees of nonlinearity. Additionally, given that the metric we employ is particularly computationally heavy (evaluating the system's capacity to represent thousands of target functions), a careful optimization and parallelization strategy is employed, enabling its application to networks of neuroscientific interest. We present a highly scalable and computationally efficient software, which pre-computes the thousands of necessary target polynomial functions for each point in a large combinatorial space, accesses these target functions through an efficient lookup operation, caches functions that need to be called multiple times with the same inputs and optimizes the most compute-intensive hotspots with Cython. In combination with MPI for internode communication this results in a highly scalable and computationally efficient implementation to determine the processing capacity of a dynamical system. Acknowledgments The authors gratefully acknowledge the computing time granted by the JARA Vergabegremium and provided on the JARA Partition part of the supercomputer JURECA at Forschungszentrum Jülich. References 1. Dambre J, Verstraeten D, Schrauwen B, Massar S. Information Processing Capacity of Dynamical Systems. Sci Rep. 2012, 2. 514.

Functional features of populations of synapses are typically inferred from random electrophysiological sampling of small subsets of synapses. Are these samples unbiased? Here, we developed a biophysically constrained statistical framework for addressing this question and applied it to assess the performance of a widely used method based on a failure-rate analysis to quantify the occurrence of silent (AMPAR- lacking) synapses in neural networks. We simulated this method in silico and found that it is characterized by strong and systematic biases, poor reliability and weak statistical power. Key conclusions were validated by whole-cell recordings from hippocampal neurons. To address these shortcomings, we developed a simulator of the experimental protocol and used it to compute a synthetic likelihood. By maximizing the likelihood, we inferred silent synapse fraction with no bias, low variance and superior statistical power over alternatives. Together, this generalizable approach highlights how a simulator of experimental methodologies can substantially improve the estimation of physiological properties.
Large-scale brain simulations are important tools for investigating brains' dynamics and function. However, due to insufficient computing power and a lack of detailed connectivity data, brain models built at the cellular level have often been limited to the scale of individual microcircuits [1]. Larger models of multiple areas have typically been built at a higher level of abstraction. However, recent data [2] showed that, in the cortex, there are features of neuronal activity which can only be reproduced by modelling multiple interconnected microcircuits at the cellular level.

Even small mammals have trillions of synapses and as each synapse typically requires at least 32 bits of storage in a simulation, a model of this scale requires terabytes of memory – more than any single desktop machine has available. Therefore, until now, simulating large-scale models has required access to a distributed computer system. Such systems are costly and power-hungry, meaning that they are normally shared resources, accessible only to a limited number of well-funded researchers for limited runtimes. Neuromorphic systems are a potential alternative but few are currently able to simulate the density of connectivity found in the brain and most are still prototypes with limited availability. Alternatively, Graphical Processing Units (GPUs) have proved useful in tasks including training deep learning systems. In our previous work [4] we showed that using GeNN – our GPU accelerated spiking neural network simulator – models with around 100\times10^3 neurons and 1\times10^9 synapses could be simulated on a single GPU at a similar speed to supercomputers and neuromorphic systems. However, individual GPUs do not have enough memory to simulate larger brain models and GPU clusters suffer from the same issues as any other distributed computer systems.

Here, we present extensions to GeNN that enable it to ‘procedurally’ generate connectivity and synaptic weights ‘on the go’ as spikes are triggered instead of retrieving them from memory. This approach is well-suited to GPU architectures because their raw computational power is often under-utilised when simulating spiking neural networks due to memory bandwidth limitations. We demonstrate the power of our approach with a model of the Macaque visual cortex consisting of 4\times10^6 neurons and 24\times10^9 synapses [5]. We find that, with our new method, this model can be simulated correctly on a single GPU and up to 35% faster than supercomputer simulations. We believe that this is a significant step towards making large-scale brain modelling accessible to more researchers.
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P  P150: The cortical ignition is related to local and mesoscale features of structural connectivity in the connectome of non-human organisms

**Speakers: Samy Castro**

Samy Castro, Patricio Orio

One way to study the fluctuations of cortical activity is the ignition, i.e. the fast transition from low to high firing rate on cortical regions. The capability of cortical regions to flexibly sustain an "_ignited_" state of activity has been related to conscious perception and hierarchical information processing. Also, we theoretically showed that the propensity of cortical regions to be ignited is tightly linked to the core-shell structure of the human connectome, i.e. the shells of strongest within-connected subsets of regions [1]. Moreover, the weight of connections (in particular the _inputs_) has the greatest influence in the propensity of a region to get ignited. Now, using the connectomes of non-human organisms (macaque [2], mouse [3], rat [4] and fruit fly [5]), we assessed whether the relationship between ignition and both, local and mesoscale structural organization is maintained in the related organisms. The ignition capabilities of each connectome are obtained from the whole-brain mean-field model, using simulations of the resting-state cortical activity. Then, the structural organization is analyzed using the s-core decomposition for the mesoscale level; and the degree, betweenness centrality and participation index for the local level. The order in which cortical regions are ignited shows is correlated to both the s-core and the strength of the regions (i.e. hubs) of the different organisms (Fig. 1). Moreover, we found that ignition recruitment is primarily related to weights of the inputs, rather than the outputs, of each region. The local level better explains the region propensity to get ignited in the case of macaque and rat, whereas the mesoscale fits better in the case of the fruit fly and mouse. We suggest that the weighted organization of non-human connectomes, as in the human, operates as a structural principle of ignition rooted in evolution.
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Mice use whiskers to explore their environment. Whisker stimulation elicits a neural response in primary (S1) and secondary (S2) somatosensory cortex, two highly interconnected and hierarchically organised brain regions. Their interaction has been related to stimulus detection [1], although its precise functional role remains unclear [2]. Here, we aim to assign a function to this circuit for a stimulus detection task, by assessing how S1-S2 interactions facilitate stimulus perception.

We have conditioned mice to detect 2-photon optogenetic stimulation of random ensembles of S1 cells. This allows us to control the number of stimulated cells on a trial by trial basis, and to separate the initial stimulus representation from the ensuing network response. Simultaneously, we record the calcium activity of both stimulated and unstimulated cells in S1 and S2, rendering an all-optical approach to study neural dynamics [3]. In short, we are able to directly stimulate S1 neurons, hence defining the initial stimulus in S1, while recording the subsequent S1 and S2 neural response.

Mice were conditioned to report the photostimulus by licking a water spout. The task was divided into Go trials, where a varying number (5 - 150) of cells were stimulated, and Catch trials without stimulation. Behavioural accuracy increased as more cells were stimulated (Fig A), indicating that our task operated in the regime of perception.

We observed strongly elevated, sustained neural population activity in both S1 and S2 on successful Go trials (Hits), compared to both unsuccessful Go trials (Misses) and to licking behaviour in the absence of a stimulus (False Positives). This suggests that S1 and S2 encode information during Hit trials that is different from both passive stimulus-induced activity and neural signals driven by movement and reward.

To confirm whether neurons indeed encoded stimulus information, we performed a stimulus decoding analysis on S1 and S2 neural activity separately. We only consider trials where mice licked (i.e. Hits and False Positives), to avoid a behavioural bias. Here, we observe a significant difference between S1 (where the stimulus occurred) and S2 (Fig B): stimulus information could only be decoded from S2 after a considerable time post-stimulus, while S1 could be decoded directly post-stimulus. Hence, stimulus information has propagated (directly or indirectly) from S1 to S2.

Furthermore, we find a striking dynamic property of information coding in the S1-S2 circuit. Directly post-stimulus at 1s, decoding accuracy in S1 depends on the stimulus strength, the number of stimulated cells (Fig C). However, after a delay of 3s, we find that accuracy has increased, and has become independent of the original stimulus strength (Fig C). S2 decoding accuracy increased equivalently (not shown), even though S2 decoding performs at chance level directly post-stimulus (Fig B).

The stimulus detection task design requires the animals to elicit the same response, independent of stimulus strength. Our results show that the S1-S2 circuit dynamically performs this computation: by propagating stimulus information between S1 and S2, the neural code becomes independent of the original stimulus strength. Hence, we uncover a putative mechanism of how interregional communication can transform stimulus information to facilitate stimulus detection.
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P159: Effective connectivity between the forebrain and tectum in the larval zebra fish for opto-motor behaviors

Speakers: Dongmyeong Lee

Dongmyeong Lee, Junho Son, Jinseok Eo, Jiyoung Kang, Hae-Jeong Park

The role of the forebrain of the zebra fish has not been clearly understood particularly during the opto-motor behaviors. Most studies on the opto-motor behavior have been researched in terms of interactions between the retina and the tectum. However, the role of the forebrain has not been fully explored. In the current study, we explored how the forebrain works during the zebra's opto-moto behavior by estimating the context-dependent effective connectivity between the tectum and the forebrain using dynamic causal modelling (DCM) of the calcium signals. We hypothesized that the forebrain plays a role in modulating the tectum as top-down process. For the six larva zebra fish (elavl3:H2B-GCaMP6f, 5~7dpf) during opto-motor behavior [1], we applied principal component analysis to the calcium imaging time series to identify neural modes that respond synchronously to the optic stimulus. As a result, three neural modes at the forebrain and two (left/right) neural modes at the tectum were identified and used to construct a functional circuitry for the zebra fish. A DCM with a convolution-based dynamic neural state model and a dynamic calcium ion concentration model for calcium signals [2] was applied to fit the time series of the five modes. Onsets of both stimuli were assigned to the bilateral tectum to derive the system. The left and right stimuli were used independently as two modulation inputs to effective connectivity. Using DCM, we inverted effective connectivity among the fully connected nodes. For a group level analysis of the direction-dependent effective connectivity, we used parametric empirical Bayesian analysis of the individual effective connectivity. The neurons related to opto-moto behaviors in the forebrain were not highly lateralized compared to those at the tectum. The left and right optic stimulation modulated the effective connectivity from the forebrain to the tectum in a direction dependent way. When responding to a directional stimulus, the mode in the tectum suppresses the contra-lateral neural mode. Our computational modelling results suggest the active involvement of the forebrain in modulating top-down effective connectivity for opto-motor behaviors.


P160: Dynamic causal modeling of single cell level activities observed in the calcium imaging

Speakers: Jinseok Eo

Jinseok Eo, Jiyoung Kang, Dongmyeong Lee, Junho Son, Hae-Jeong Park

Multi-photon calcium imaging (CaI) makes it possible to analyze distributed neural activity in the neuronal level. Most studies using CaI have analyzed the neural system in terms of functional connectivity, i.e., temporal synchrony among nodes, which lacks information on the asymmetric interactions, called effective connectivity. Recent computational modelling techniques have been introduced to infer effective connectivity among neural populations using dynamic causal modelling (DCM) (Jung et al., 2019; Rosch et al., 2018). These studies have used a firing-rate based neural state dynamic model, combined with a calcium ion kinetic model in the neural population level, which is not appropriate to model neural interactions among individual neurons. In the single neuron level, a quadratic gaussian integrate-and-fire neural state model (QGIF) in combination with a calcium kinetic equation was proposed to fit CaI at a single neuron (Rhamati et al., 2016). To make it applicable to exploring interactions among multiple neurons, we extended the previous model of Rhamati et al. to a general circuit with multi-nodes in the DCM framework. We utilized a QGIF model for a single neuronal activity, with conductance based neural connectivity (synaptic conductances are approximated with alpha function), and a CaI state dynamic equation. Bayesian model optimization is applied to find optimal model parameters (e.g., effective connectivity) using a variational expectation maximization scheme implemented in the DCM. We confirmed the reliability of the proposed modeling and model inversion process using simulation experiments. We applied the proposed method to explore effective connectivity among neural cells from the neural activity observed in CaI at the rodent's barrel cortex during successful and failed whisking. The results suggest the plausibility of the proposed method in the analysis of neural interactions observed in the CaI in the neuron level.
Hippocampal representation of space over long time scales is dynamic [1]. Longitudinal calcium imaging of CA1 neurons of mice repeatedly traversing the same environment over weeks exhibits turnover: only a small subset of pyramidal cells are active over the entire course of the experiment, while most of the population drops in and out of the ensemble representation of the environment. Yet, whenever active, place cells typically retain their place field location.

Here, we hypothesize that cells turnover in CA1 is due to the interplay between two types of synaptic inputs to CA1 pyramidal neurons: a stable spatial input from CA3 place cells, and a time-varying non-spatial input. We first test this hypothesis by fitting a statistical model to CA1 calcium imaging data of mice repeatedly visiting the same familiar track over the course of two weeks [2]. In the statistical model, cells are described as threshold units, active when the sum of the spatial and non-spatial inputs they receive is larger than a threshold. Spatial (stable) and non-spatial (time-varying) inputs are modeled as gaussian random variables. The statistical model has three parameters: the relative width of the distribution of spatial and non-spatial inputs, the neuronal threshold, and the autocorrelation of the time-varying non-spatial inputs. By fitting those parameters, the model quantitatively describes all relevant turnover statistics observed in the experimental data: the probability that a cell active on one day will be active on subsequent days, the distribution of the total number of sessions in which cells are active, and cells survival probability.

Based on these results, we then propose a spiking network model of the hippocampus which accounts for turnover dynamics. In the spiking network model, CA1 pyramidal cells integrate spatially-modulated synaptic inputs from CA3 place cells, inhibitory inputs from CA1 interneurons, and non-spatial inputs from a layer of cortical neurons. Integration of a large number of random CA3 spatial inputs generates spatially-modulated subthreshold voltage in CA1 pyramidal cells, and non-spatial inputs modulate the excitability of CA1 cells. While spatial connections are stable, a fraction of the non-spatial connections are rewired over time. Rewiring non-spatial connections shifts cells excitability, and hence determines whether a cell is active and participate to the ensemble representation at a given time or is silent, generating turnover. Importantly, whenever cells are active, their place field is in the same location of the environment, consistent with experimental findings.

By adjusting the relative width of the distributions of spatial and non-spatial inputs (which can be calculated analytically) and the auto-correlation of non-spatial inputs, the spiking network model accurately fits all relevant turnover statistics observed in the experimental data. Finally, introducing (weak) correlations among CA3 spatial inputs, the model is also able to capture the distribution of spatial information observed in CA1 pyramidal cells.
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Experimental studies demonstrated that neural populations exhibit correlated spiking activity that goes beyond pairwise correlations and involves higher-order interactions [1-5]. These higher-order interactions are known to encode stimulus information or the internal state of the brain [1-5]. However, the origin of this population activity and types of presynaptic neurons inducing the higher-order interactions remain unclear. Here we investigate how the interactions [6] among groups of 3, 4, and then N neurons emerge, when they receive common inputs on top of independent noisy background inputs, assuming simple connecting motifs. Given Poissonian common inputs, we calculate the neural interactions among clusters of neurons in a small time-window for the limit of the strong common input’s amplitude. When 2 or 3 neurons share excitatory/inhibitory common inputs, their pairwise and triple-wise interactions are well explained as functions of their baseline spontaneous rate, and the common-input’s rate [7].

We analytically solve the interactions for a cluster of more than 3 neurons when all of them share strong excitatory/inhibitory common input. Then, extending our analysis to the arbitrary number of N neurons we show that the N-th order interaction among neurons is still a simple function of the postsynaptic and common input rates. However, in larger populations, the N-th order interaction more strongly depends on the spontaneous rate of postsynaptic neuron rather than input rate. We also observe that larger number of neurons induce stronger magnitude of interactions, regardless of interaction’s sign. Moreover, shared excitatory inputs to all neurons always generate interactions with positive sign, while shared inhibitory inputs induce interactions with oscillatory signs with respect to N. Finally, we obtain the analytic result when excitatory or inhibitory inputs are shared among N-1 out of all N neurons: Surprisingly, the N-th order interactions exhibit signs opposite to those found when the common inputs is shared by all N neurons.

In all mentioned cases, when the spontaneous activity of postsynaptic neurons is low, excitatory inputs can generate strong positive/negative higher-order interactions, whereas for high spontaneous activity, inhibitory neurons can induce large absolute values of higher-order interactions. These results are valid for any neuron model and solely based on the assumption of strong common inputs given to neurons! Since cortical, subcortical, and retinal neurons mostly exhibit spontaneous activity less than λ=40 Hz, for small time-window of Δ=5ms, these neurons are in low spontaneous regime i.e. λΔ < 0.2. Therefore we suggest that the significant higher-order interactions observed in retina, hippocampus, and cortices reveal that motifs of strong excitatory rather than inhibitory shared inputs are present and dominant there.

Finally, we draw a table that links the strength of interactions and their signs to motifs, both for low and high spontaneous activity regimes. So based on interactions obtained from experimental data, it is possible to predict the underlying motif behind it. For example, for a specific experiment done in the hippocampal CA3 region [8], the observed negative 3rd-order, positive 4th-order, and negative 5th-order interactions leads us to the architecture of excitatory to pairs, that can generate such interactions simultaneously.
Biological organisms are constantly challenged with navigating odorant scenes comprised of complex time-varying mixtures of volatile compounds. To characterize odorant mixture encoding and processing, two seemingly contradictory hypotheses have been considered: Elemental and Configural. The Elemental scheme [1,2] encodes mixtures linearly with identifiable components, while the Configural scheme [3] encodes mixtures as a holistic odor object distinct from its components. Here, we advance a feedback normalization model of the Drosophila early olfactory system that reconciles the two encoding schemes, and analyze the geometry of the resulting odorant encoding space.

Our model consists of Projection Neurons (PNs), Kenyon Cells (KCs) and the Anterior Paired Lateral (APL) neuron. To quantify the degree to which a mixture is encoded elementally vs configurally, we employ the Cosine Similarity (CS) between the KC code of the odorant mixture and its pure components. We show that, due to the global feedback gain control exerted by the APL neuron and the KC spiking mechanism, the steady-state KC output is an input-invariant sparse combinatorial code with consistently 5-10% active neurons. This sparse code results in a configural mixture code with low CS scores against all pure components, enabling the association of different valences to an odorant mixture from its components. Preceding the steady-state phase, the circuit makes full use of gradient encoding in the first two layers of the olfactory pathway [5] and the APL temporal dynamics to encode each mixture elementally with about 25% active neurons. This code exhibits a high (~1) CS score with all pure components in the mixture, indicating high linear decodability. Moreover, we demonstrate that the elemental encoding phase enables cognitive functions for odorant processing. For example, combined with an attention-driven modulation signal, elemental encoding overtakes configural encoding in steady state and promotes odorant tracing for navigation.

Next, we investigate the geometry of the odorant and the KC spaces and show that smooth interpolation between odorant input vectors leads to sharp discontinuities in the KC representation space. Further analysis reveals that the steady-state KC combinatorial codes are almost binary, concentrating around the corners of a high dimensional cube in KC space.

This sparse grid-like structure gives rise to a distinctive clustering of odorant mixture identities in the KC space, with high intra-cluster similarity and inter-cluster dis-similarity. This geometric view of the KC encoding space suggests that sharp transitions in the KC representation is the result of crossing cluster boundaries, which leads to large jumps across vertices of the KC cube, and explains previous observations that small compositional changes of mixtures (mixture ratio or component identities) can incur large differences in perception. Similarly, the transition from elemental to configural phases across time corresponds to a trajectory in the KC space from a subspace spanned by KC codes of odorant components to the vertices of the cube.
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A recent empirical model of the olfactory sensory neurons (OSNs) described on the molecular level the mechanics of the Odorant Transduction Process (OTP, Fig. 1(A) top) [1]. A system of nonlinear differential equations modeling the OTP in cascade with a biological spike generator successfully captured the experimentally observed responses of OSNs.

Here we functionally identify the OTP model on the algorithmic level with two state-of-the-art system identification methods (i) Channel Identification Machines (CIMs) [2] (Fig. 1(A) middle) and (ii) Divisive Normalization Processors (DNP) [3, 4] (Fig. 1(A) bottom). We examined 5 model structures with different degrees of freedom under these two model architectures (Fig. 1(B1)).

Overall, the full temporal DNP successfully captured the OTP dynamics with the highest average and peak signal-to-noise ratios (ASNR & PSNR) of 36.6 dB and 41.5 dB respectively when predicting the response to a novel stimulus (Fig. 1(B2)). This is a 6 dB higher than the identified CIM model of comparable model complexity (rank 2), and 4 dB higher than the full-rank CIM. While the linear filter alone identified by the CIM has a PSNR of 29.2 dB that is comparable to the prediction given by the DNP with only FF-D processor, a closer examination revealed that it did not predict very well the transient responses at the onset of the stimulus that is critical in the context of olfactory encoding. The highly nonlinear transient response is nonetheless well captured by the full temporal DNP (Fig. 1(B2) inset).

Furthermore, we observed that the FF-N and FF-D processors identified in the full temporal DNP consistently resemble each other in their functional forms, with FF-N generally having higher 3 dB Bandwidth than FF-D (data not shown). This prompted us to closely examine the mechanism that gives rise to the OTP's 2D encoding property where the output of OTP model captures both the odorant concentration and concentration gradient. We instantiated a DNP with FF-N and FF-D processors modeled as linear lowpass filters with different bandwidths. Surprisingly, the simple model is able to capture the essential 2D encoding across all stimuli described in [1] (data not shown), suggesting a general approach that enables simultaneous encoding of input signal's amplitude and gradient with divisive normalization.

Concluding, by evaluating two functional identification methods, we established a functional description of the empirical OTP model using divisive normalization processors. In addition, the identified DNP provided insights on the form of divisive normalization that leads to the simultaneous encoding of both the concentration and concentration gradient. Divisive processing has previously been used as a key component in describing the functional dynamics of blowfly photoreceptors [5], suggesting that DNP may be universally employed for the identification of nonlinear processing in the early sensory systems.
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In recent years, a wealth of _Drosophila_ neuroscience data have become available. These include cell type, connectome and synaptome datasets for both the larva and adult fly [1,2,3,4]. To facilitate integration across data modalities and to accelerate understanding the functional logic of the fly brain, we developed an interactive computing environment called FlyBrainLab [5].

FlyBrainLab brings together tools enabling the morphological visualization and exploration of large connectomics datasets, interactive circuit construction and visualization, multi-GPU execution of neural circuit models for _in silico_ experimentation, and libraries to aid data analysis. FlyBrainLab provides the flexibility to readily navigate between the _in vivo_ circuits and executable _in silico_ circuits. Moreover, FlyBrainLab methodologically supports the efficient comparison of fly brain circuit models, either across model instances developed by different researchers, or across different developmental stages of the fruit fly. We provide two example comparisons below.

First, we constructed a wild-type biological central complex (CX) circuit followed by a corresponding interactive baseline CX circuit diagram (Fig. 1 left column). This enabled us to automatically map three CX circuit models described in the literature into executable circuits (Fig. 1 middle and right column). With these circuits on the same platform, we devised the same set of inputs to the CX models and an evaluation criterion. The evaluation of the function of the executable circuits revealed the differences in modeling assumptions and the less visible details underlying the mapping between neuroanatomy, neurocircuitry and computation in the executable circuits. Based on these and other comparisons, new executable CX circuit models can be developed, evaluated and scrutinized by the research community.

Second, by integrating biological data across adult and larval flies we developed executable models for early olfactory systems in both developmental stages. Circuit models are implemented for the Antenna, the Antennal Lobe and the Mushroom Body, and are interactively configurable. We evaluated the I/O characteristics of adult and larva, and discovered significant differences in odorant encoding capabilities. Noticeably, the adult excels in disparately representing differing odorant identities while requiring 10x higher neural hardware and as such much higher energy consumption. Such tradeoff between computation and energy requirement suggests a general principle of adaptation to environmental niches which we are currently exploring.
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We introduce executable circuits for two higher order olfactory processing centers in the brain of _Drosophila melanogaster_ implicated in learning and memory, the lateral horn (LH) and mushroom body (MB). Despite the large amounts of data available on these two neuropils, there is a dearth of executable neural circuit models governing learning and memory in the MB and the LH. We use the recently-released Hemibrain dataset [1] as a biological basis of our implementations to analyze cell types, numbers and connectivity for realizing our computational models for both neuropils. Our implementations utilize the FlyBrainLab environment [2] to deliver the capability to visualize neural circuits morphologically or with diagrams, can run on GPUs, and are designed to facilitate customization of neuron and synapse models at a per-cell and per-cell type level.

We first study the neural types and connectivity of mushroom body neurons, a neuropil that implements the capability for associative learning. We model individual lobes that comprise the mushroom body and each of their so-called compartments, along with connectivities between the so-called Kenyon cells (KCs), mushroom body output neurons (MBONs) and dopaminergic neurons (DANs), thereby providing an interactive circuit diagram that allows for customizable ablation or activation experiments (Fig. 1). Implementing an interface between the input to the MB from antennal lobe projection neurons (PNs), we utilize the observed PN-to-KC connectivity and provide comparisons against randomly generated instantiations of PN-to-KC connectivity, a long standing hypothesis about the nature of PN-to-KC connectivity.

Second we investigate the connectivity within the LH, a neuropil associated with innate memories, and the connectivity between the MB and the LH. We analyze in detail the connectivity between PNs, lateral horn local neurons and output neurons. We construct an executable circuit of the LH based on our analysis.

The implementations we provide are a step towards building integrated models of sensory systems derived from biological data. Our approach showcases the impact an integrative ecosystem can have on building executable circuit models for understanding the functional logic of neurocomputation in the brain of model organisms.
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The central nervous system consumes approximately 20W of metabolic power in humans[1]. This is used for neural communication, and also for neural plasticity and the formation of new memories. Persistent forms of plasticity in particular consume so much energy that under sudden food scarcity, associative learning significantly reduces lifespan of fruit flies[2].

It is reasonable therefore that neural plasticity has evolved to learn at minimal power. However, how this changes plasticity and learning is not known. While previous work has considered an energy constraint[6], a power constraint might be more biological as, unlike many other tissues, the brain cannot store energy. A power constraint might be able to explain why plasticity induction requires a refractory time before it can be induced again[3], as well as spatial competition in plasticity between synapses and neurons[4][5].

Here, we developed a computational model of plasticity to examine the effect of a power constraint on plasticity dynamics. We first use a standard perceptron augmented with two types of synaptic weights: an inexpensive transient, decaying component and a costly long-term component, formed by the simultaneous consolidation of all the transient weights. We further assume that the brain attempts to consolidate new memories as soon as it is able to. Hence, the interval between consolidation events is limited and synaptic consolidation events occur at a fixed frequency, representing the refractory period caused by a dearth of energy. Higher consolidation frequencies correspond to more available power, and vice-versa. The perceptron is trained on a random-generated set of binary patterns until it correctly learns the output value for each pattern.

Results show that the power in the system has a significant impact on the training time. Unexpectedly, increasing the period between consolidations - thus reducing power - can reduce the required number of epochs by as much as 30%, depending on the strength of the weight decay, the number of patterns P in the training set, and the number of synapses N. Further increasing the period between consolidations increases the training time. This increase occurs not gradually, but in a staircase pattern, peaking whenever the period is 0 modulo P, Fig.1.

The consequences of a power constraint are further explored in a multi-layer neural network and extended to a probabilistic model where the probability of consolidation increases proportional to the time since the previous consolidation event.

In summary, our results show that incorporation of a metabolic power constraint in synaptic plasticity can lead to important changes in the learning dynamics.
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Calcium ion (Ca^{2+}) elevations produced in the vicinity of single open Ca^{2+} channels are termed Ca^{2+} nanodomains, and play an important role in triggering secretory vesicle exocytosis, myocyte contraction, and other fundamental physiological processes. Ca^{2+} nanodomains are shaped by the interplay between Ca^{2+} influx, Ca^{2+} diffusion and its binding to Ca^{2+} buffers, which absorb most of the Ca^{2+} entering the cell during a depolarization event. In qualitative studies of local Ca^{2+} signaling, the dependence of Ca^{2+} concentration on the distance from the Ca^{2+} channel source can be approximated with a reasonable accuracy by analytic approximations of quasi-stationary solutions of the corresponding reaction-diffusion equations. Such closed-form approximations help to reveal the qualitative dependence of nanodomain characteristics on Ca^{2+} buffering and diffusion parameters, without resorting to computationally expensive numerical simulations. Although a range of nanodomain approximations had been developed for the case of Ca^{2+} buffers with a single Ca^{2+} binding site, for example the Rapid Buffer Approximation, the Excess Buffer Approximation, and the Linear approximation [1,2], most biological buffers have more complex Ca^{2+}-binding stoichiometry. Further, several important Ca^{2+} buffers and sensors such as calretinin and calmodulin consist of distinct EF-hand domains, each possessing two Ca^{2+} binding sites exhibiting significant cooperativity in binding, whereby the affinity of the second Ca^{2+} binding reaction is much higher compared to the first binding reaction. To date, only the Rapid Buffer Approximation (RBA) has been generalized to Ca^{2+} buffers with two binding sites [3]. However, the performance of RBA in the presence of cooperative Ca^{2+} buffers is limited by the complex interplay between the condition of slow diffusion implied by the RBA, and the slow rate of the first Ca^{2+} binding reaction characterizing cooperative Ca^{2+} binding. To resolve this problem, we present modified versions of several Ansätze recently introduced for the case of simple buffers [4], extending them to the case of Ca^{2+} buffers with 2-to-1 stoichiometry. These new approximants interpolate between the short-range and long-range distance-dependence of Ca^{2+} nanodomain concentration using a combination of rational and exponential functions. We examine in detail the parameter-dependence of the approximation accuracy, and show that this method is superior to RBA for a wide ranges of buffering parameter values. In particular, the new approximants accurately estimate the distance-dependence of Ca^{2+} concentration in the case of calretinin or calmodulin. Supported in part by NSF DMS-1517085 (V.M)
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The interdependencies in the brain can be studied either from a structural/anatomical perspective ("structural connectivity", SC) or by considering statistical interdependencies ("functional connectivity", FC). While the SC is essentially pairwise (white-matter fibers start in a certain region and arrive at another), the FC is not, i.e., there is no reason to consider statistical interdependencies pairwise. A promising tool to study high-order interdependencies is the recently proposed O-Information [1]. This quantity captures the balance between redundancies and synergies in arbitrary sets of variables, thus extending the properties of the interaction information of three variables to larger sets. Redundancy is here understood as an extension of the conventional notion of correlation to more than two variables in contrast, synergy corresponds to an emergent statistical relationships that control the whole but not the parts.

In this study, we follow the seminal ideas introduced by Tononi, Sporns, and Edelman [2], which state that high brain functions might depend on the co-existence of integration and segregation. While the latter enables brain areas to perform specialized tasks independently of each other, the former serves to bind together brain areas towards an integrated whole for the purpose of goal-directed task performance. A key insight put forward in [2] is that segregation and integration can coexist and that this coexistence is measurable by assessing the high-order interactions of neural elements. We used the O-Information to investigate how high-order statistical interdependencies are affected by aging. For this, we analyzed fMRI data at rest from 164 healthy participants, ranging from 10 to 80 years old. Our results show an important increase in redundant interdependencies in the older population (age ranging from 60 to 80 years). Moreover, this effect seems to be pervasive, taking place at all interaction orders, suggesting a change in the balance of differentiation and integration towards more synchronized arrangements. Additionally, a redundant core of brain modules was observed, which decreased in size with age. The framework presented here and in detail in [3], provide novel insights into the aging brain revealing the role of redundancy in prefrontal and motor cortices in older participants, thus affecting basic functions such as working memory, executive and motor functions. This methodology may help to provide a better understanding of some brain disorders from an informational perspective, providing “info-markers”, that may lead to fundamental insights into the human brain in health and disease. The code to compute the metrics is available at [4].
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Given the ability to record spike trains from populations of neurons, a natural aim in neuroscience is to infer properties of synapses, including connectivity maps, from such recordings. These inferences can derive from observations of strong millisecond-timescale correlations among spike train pairs, as typically reflected by a sharp, short-latency peak in the causal direction of cross-correlograms (CCG) between the reference and target neurons. However, such sharp peaks may also occur when two disconnected neurons systematically fire close together in time in the absence of a direct monosynaptic connection. A further confound is that a monosynapse likely influences the postsynaptic cell on broader timescales as well. These observations motivate a systematic analysis of how a monosynapse exerts influence on the intrinsic dynamics of its postsynaptic target and how this affects the properties of the CCG and the ability to infer the monosynaptic properties. In previous work [1], we adapted a statistical framework for monosynaptic inference based on a (statistical) separation-of-timescale principle, in which monosynaptic interactions are systematically assumed to drive spike-spike correlations at finer timescales than non-monosynaptic interactions. We examined this principle in a simplified ground truth neuron model with minimal intrinsic dynamics, such as the leaky integrate-and-fire (LIF) model with an adaptive threshold. In this work, we extend these ideas to more realistic models and multiple time scales. We use a generalized LIF model with two-dimensional subthreshold dynamics and multiple (dynamic) time scales. The model describes the nonlinear dynamics of the voltage and a slower adaptation gating variable. These subthreshold dynamics also describe the onset of spikes, but not the spiking dynamics. Spikes are added manually. Our previous work exploited our ability to study counterfactual causal inferences in simulations. For example, in simulations with two neurons and comodulated noise, how much would the peak of the CCG change if the monosynapse were deleted? Here we extend this approach to the more complex models where the properties of the CCG are affected by the model nonlinearities and time scales. In this scenario, the model’s slow time scale (captured by the adaptation time constant) affects the CCG time scales (an emergent property of the monosynaptic interaction). Finally, we assess how bias induced by the separation-of-timescale principle (in the statistical sense) depends on the intrinsic dynamics of postsynaptic cells, in particular on the separation of time scales in the dynamic modeling sense.
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Large-scale neuronal networks are a powerful tool to investigate brain area functionality, embedding realistic temporal dynamics of neurons, synapses, microcircuit. However, spatial features differentiating regions within the same brain area are crucial for proper functioning of interconnected networks. In case of cerebellum, input signals are mapped and integrated in different regions with specific structural properties and local network dynamics[1].

We here describe the reconstruction of the mouse Lingula (region of cerebellar Vermis) mapped on data from the Allen Brain Atlas as in [2], including neuron densities and orientation vectors in cubic voxels (25um side).

Network reconstruction was based on strategies of the cerebellar scaffold[3], with new features for folded volumes.

The main cerebellar neurons were placed in the 3 layers of the cerebellar cortex, i.e. Granule and Golgi cells (GrC and GoC) in the Granular layer, Purkinje cells (PC) in the Purkinje layer, Basket and Stellate cells in the Molecular layer. A particle placement strategy was used for Granular and Molecular neurons, in subvolumes made up of 50 voxels each. The algorithm included: placing the total number of neurons expected in each subvolume at random positions as repellent particles; iteratively re-positioning detected colliding particles within the subvolume; pruning particles placed outside. An ad hoc algorithm was developed for PCs; in each parasagittal section, they were placed in parallel arrays at a minimum distance of 130um to avoid dendritic tree overlap, using A* search algorithm to find adjacent PC.

Orientation data were used for connectivity: each cell morphology was rotated based on orientation of the voxel containing the soma; connections were identified through an efficient algorithm searching for intersections of discretized rotated morphologies volumes.

For connections from GrCs, Parallel fibers were also bended to follow the orientation field.

The resulting network included about 105 neurons and 107 connections (Fig. 1).

This proposed pipeline will be generalized to other cerebellar regions up to reconstruction of a full mouse cerebellum. The network, filled with point or detailed neuron/synapse models, will be used to investigate spatial features of signal propagation in the cerebellum, and the specialization and integration of sensory signals across different regions[4].

This will allow reproducing spatially-mapped experimental data, e.g. Local Field Potentials, and embedding the cerebellum in whole-brain frameworks built on Atlases, in which multiple interconnected brain areas can be simulated even using different descriptions for each region (e.g hybrid models with spiking circuits and mean-field components).

The workflow, here developed for the cerebellum, could be complementary to other algorithms, and applied to other brain areas.
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In linear dynamical systems, one has an elegant way to analyze the system’s dynamics using a network representation of the state transition matrix, obtained from a state space formulation of the system of ODEs. However, in non-linear systems, there is no state space formulation to begin with. In recent work, we have established a correspondence between non-linear dynamical systems and higher-order networks [1] (see also [2]). The latter refer to graphs that include links between nodes and edges, as well as links between two edges. It turns out that such networks have a rich structure capable of representing non-linearities in the vector field of dynamical systems. To do this, one has to first dimensionally unfold a system of non-linear ODEs such that non-linear terms in the vector field can be re-expressed using auxiliary dynamical variables. This results in an unfolded dynamical system with only polynomial non-linearities. This operation works for a large class of non-linear systems. It turns out that once we have a polynomial vector field, the system can then be expressed in generalized state space form. This is what ultimately admits a graphical representation of the system. However, the resulting graph consists of higher-order edges. This generalizes the more common usage of networks with dyadic edges to networks with compounded edges. Here, we show an application of these graphs to analyze neural networks built from sigmoidal rate models as well as mean-field models. Higher-order graphs enable one to systematically decompose contributions of various non-linear terms to the dynamics as well as analyze stability and control of the system using network properties.
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Electrical dynamics of cellular membranes is central to our understanding of information processing in neurons. Until recently, the physics of ionic dynamics was largely ignored[3,4]. Indeed, ionic concentrations are usually not significantly altered by the membrane conductance. However, their effects may be sizeable when the intracellular volume is relatively small[1,2]. More importantly, a sudden change in concentration at one location may lead to gradients of ionic concentrations within a neural process. In our work, we demonstrate some realistic neural processes in which this effect is significant. The Nernst-Planck equation of electro-diffusion was applied to a dendrite, and voltage-gated potassium and sodium channels are added into the system. The difference of dynamics of ions and membrane voltage between the condition with electro-diffusion and without electro-diffusion were collected and compared. We found the voltage is the main driving force for the membranous ion fluxes, and the feed back loop from ion concentrations to the membrane voltage may dramatically change the dynamics of the membrane voltage. When voltage-gated calcium influx and electro-diffusion was added into the system, the dynamics of potassium becomes dramatically different from the case without electro-diffusion. We conclude that the electro-diffusion of ions in a small volume may significantly change neural information processing in a non-linear effect.
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Topographic maps are a pervasive structural feature of the mammalian brain, present throughout the cortical hierarchy and particularly prevalent in the early sensory systems. These ordered projections arrange and preserve the relative organization of cells between distinct populations and have been the object of many empirical studies. From providing a structural scaffold for spatial information segregation to the organization of spatiotemporal feature maps, these ubiquitous anatomical features are known to have significant, albeit not entirely understood, functional consequences.

In this work, we systematically investigate the functional and dynamical impact of the characteristics of modular propagation pathways in large networks of spiking neurons. Specifically, we manipulate key structural parameters such as modularity, map size and degree of overlap, and evaluate their impact on the network dynamics and computational performance during a continuous signal reconstruction task from noisy inputs. We show that transmission accuracy increases as topographic projections become more structured, with even moderate degrees of modularity improving overall discrimination capability.

Moreover, we identify a condition where the global population statistics converges towards a stable asynchronous irregular regime, allowing for a linear firing rate propagation along the topographic maps. In such conditions, the networks exhibit spatial denoising properties and the task performance improves vastly with hierarchical depth. Importantly, the relative performance gain throughout the hierarchy increases with the amount of noise in the input. This suggests that topographic modularity is not only essential for accurate neural communication, but it can also provide the structural underpinnings to handle noisy and corrupt information streams.

Using field-theoretic approximations, we demonstrate that this phenomenon can be attributed to a disruption in the E-I balance throughout the network. By changing the effective connectivity within the system, strongly modular projections facilitate the emergence of inhibition-dominated regimes where population responses along active maps are amplified, whereas others are weakened or silenced.

In addition, we analytically derive constraints on the possible extent of such maps, given that in cortical networks topographic specificity is assumed to decrease with hierarchical depth. Our findings suggest that, while task performance is relatively robust to variation in the map sizes, there is a fine balance between the spatial extent of the topographic projections and their modularity. Maps may not become arbitrarily small and must compensate for the size through denser topographic connections, whereas this can actually have a detrimental effect in the case of larger maps if they overlap.

Taken together, these results highlight the functional benefits of structured connectivity in hierarchical neural networks, and shed light on a potential new role for modular topographic maps as a denoising mechanism.
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**P77: Tonic GABAergic inhibition enhances activity-dependent dendritic calcium signaling**

*Speakers: Thomas M. Morse*

Thomas M. Morse, Chiayu Q. Chiu, Francesca Nani, Frederic Knoflach, Maria-Clemencia Hernandez, Monika Jadi, Michael J. Higley

Brain activity is highly regulated by GABAergic activity, which acts via GABAARs to suppress somatic spike generation as well as dendritic synaptic integration and calcium signaling. Tonic GABAergic conductances mediated by distinct receptor subtypes can also inhibit neuronal excitability and spike output, though the consequences for dendritic calcium signaling are unclear. Here, we use 2-photon calcium imaging in cortical pyramidal neurons and computational modeling to show that low affinity GABAARs containing an alpha5 subunit mediate a tonic hyperpolarization of the dendritic membrane potential, resulting in deinactivation of voltage-gated calcium channels and a paradoxical boosting of action potential-evoked calcium influx. We also find that GABAergic enhancement of calcium signaling modulates short-term synaptic plasticity, augmenting depolarization-induced suppression of inhibition. These results demonstrate a novel role for GABA in the control of dendritic activity and suggest a mechanism for differential modulation of electrical and biochemical signaling.
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**P87: Centrality of left inferior frontal gyrus reveals important aspect of motor learning generalization**

*Speakers: Youngjo Song*

Youngjo Song, Sang Jin Jang, Pyeong-soo Kim, Byung Hyug Choi, Jaeseung Jeong

Generalization of learning refers to the phenomenon in which knowledge learned in one context enhances performance in another context. Although the learning environment can never be precisely the same in the real world, animals including humans demonstrate excellent flexibility to adapt their learned skills in a new environment. Despite the universal occurrence of generalization phenomena in daily life, there is much lack of understanding about how the brain generalizes the skills and knowledge into different environments. In particular, most of the previous studies have only focused on identifying the cerebral networks used during the generalization stage, but failed to determine the elements during the preceding learning stage that could have enabled generalization. Thus, the aim of this study was to enhance understanding of the neural mechanisms that enable generalization, particularly the generalization of motor learning. In this study, we designed a new experimental paradigm called ‘mirror-erasing generalization task.’ The subjects erased (1) a simple shape (square) for the training session, and (2) a complex shape (cursive alphabet letter y) for the generalization session, which took place both before and after the training session, in an MRI scanner. We found that the subjects successfully generalized their motor skills (p
**Phosphorylation-induced variation of NF kinetics and morphology of axon**
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Abstract

Neurofilaments (NFs) are transported along microtubule tracks in the axons, and are gradually phosphorylated in this process. At the node of Ranvier, the axon is not encased by myelin sheath. It is indicated that phosphorylation of NFs can reduce the transport rate of NFs, and therefore influence the formation of axon morphology. In the theory of slow axonal transport, the “stop-and-go” model can well describe the random kinetic behavior of NFs in axons. On the basis of “stop-and-go” model, we introduce the conversion between phosphorylation and dephosphorylation of neurofilaments and build the “eight-state” model. We assume that the phosphorylation and dephosphorylation of NFs has different “on-track” rate ($\gamma_{on}$), so as to achieve the effect of phosphorylation on the transport. Through our theoretical derivation and simulation, we draw the conclusion that the modification on the “on-track” rate and the conversion between phosphorylation and dephosphorylation can both slow down the NFs transport along the axon. Our conclusion is also consistent with the Continuity equation that flux by the multiplication of the number of NFs and average velocity is constant at equilibrium state.
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An almost ubiquitous approach taken in systems neuroscience is that of devising stimulus response functions (SRFs), which specify how a stimulus is encoded into a neural response, e.g., place fields, tuning curves [3]. However, it is clear that the brain itself is able to infer properties of the environment in real time via neural activity alone, without having to resort to performing experiments on its own response to stimuli. A central aim in this work is to explore the relationship between the geometric/topological structure of the stimulus space (also animal behaviour) and neural activity and to investigate to what extent the former can be derived from the latter without having to perform the standard operation of constructing dictionaries between the two as provided by an SRF. In the last decade, successful attempts have been made to eliminate this albeit very useful middle man using topological data analysis (TDA) [1, 2]. We build on an approach initiated in [2], which uses clique topology, a form of TDA. Common statistics related to neural activity and connectivity derived from experimental data are often presented in the form of a matrix of correlations or connectivity strengths between pairs of neurons, voxels, etc. Analogous statistics can be obtained from stimuli presented to the animal, e.g., textures both visual, auditory, images of natural scenes, olfaction. Clique topology enables us to test whether signatures of structures of stimulus spaces and environments are detectable in the correlation structures of the raw data obtained from neuronal recordings. The advantage of using clique topology over traditional eigenvalue-based methods is that the latter is badly distorted by monotone nonlinearities, whereas the information encoded in the ‘order complex’ is invariant under such transformations. The statistical topological approach in [2] could determine whether correlations resulting from both the stimulus and response side were random or induced by a geometric process (e.g., pairwise distances obtained via sampling points from a unit cube in Rd). Here we introduce a new regime of complexes that are derived instead from textures. In [2] experimental scenarios were considered where neurons were tuned to features lying in a continuous coding space where correlations decrease with distance, e.g., hippocampal place cells. Textures are in many ways the antithesis of this and also exhibit both repetitive and random features. Clique topology techniques on textures have led us to a menagerie of order complexes which have very small values for Betti numbers throughout the filtration as compared to same-sized ‘random’ and ‘geometric’ order complexes (Figure 1). Analogous Betti curves have been shown to have been induced by order complexes derived from low-rank matrices by Curto (unpublished). The matrices that emerge from textures, however, do not generally have low-rank and it is an open question as to whether the two can be related. We were surprised to find that datasets from a wider range of modalities appear to exhibit texture-like rather than ‘geometric’ structure. We have extracted texture-like order complexes from olfactory datasets [4] as well as a simulated dataset from a spiking neural network modelling speech recognition. 1. Curto C., et al. PLoS Comput Biol. 2008, 4(10) 2. Giusti, C., et al. PNAS. 2015 112, 13455-13460 3. Meyer, A. F. et al. Front. Syst. Neurosci. 2017, 109 4. Si, G., et al. Neuron 101, 2019, 950–962
Currently available experimental data make it possible to create complex multicompartmental conductance-based models of neurons. In principle, such models can approximate the behavior of real neurons very well. However, these models have many parameters and some of these parameters often cannot be directly determined in experiments. Therefore, a common approach is to tune parameter values to bring the physiological behavior of the model as close as possible to the experimental data. Rather than tuning the parameters by hand, a more principled way of determining good model parameters is to carry out a systematic parameter search using an appropriate global optimization algorithm. Although many such algorithms have been developed and applied successfully in various domains, and high-quality general implementations of many popular algorithms are available, the majority of these solutions have not been tested in a neural context. Our goal in this study was to create a software tool that provides uniform access to a large variety of different optimization algorithms; to develop a set of benchmark problems for neural parameter tuning; and to systematically evaluate and compare the various algorithms and implementations using our software and benchmarking suite.

We have created an updated and enhanced version of our previously developed software tool. In Optimizer, model evaluations can be performed either by the NEURON simulator (handled internally) or any external (black-box) simulator. All functionalities can be accessed from the graphical user interface; there is also a command line interface for batch processing. The new version was developed in Python 3 to support recent open-source Python modules. The repertoire of algorithms was extended by several new methods that proved effective in other studies. For many of these search algorithms, parallel optimization is also supported. A wide variety of features (including those in the eFEL package) can be used to evaluate the error of the optimization; multiple, weighted features are also supported. Our optimization tool currently supports about fifteen different optimization algorithms implemented by four separate Python packages: Inspyred, Pygmo, BluePyOpt, and Scipy.

Our neural optimization benchmark suite includes six separate problems that differ in complexity, model type, simulation protocol, fitness functions, and the number of unknown parameters. Our examples range from the classical Hodgkin-Huxley model (3 conductance parameters) to an extended integrate-and-fire model (10 parameters) and a morphologically and biophysically detailed hippocampal pyramidal cell (16 parameters). Some of our benchmarks use target data generated by a neuronal model with known parameters. However, in most of our benchmarks, the target data were recorded in physiological experiments, or were generated by more complex models than the one we were fitting.

We then tested the various algorithms on the different model optimization tasks, and compared the final error (after 10,000 model evaluations) and also the convergence speed (Fig. 1). We found that several evolutionary and related search algorithms delivered consistently good results across our entire test suite, even for higher-dimensional, multi-objective problems. Therefore, we would recommend trying these algorithms first for novel optimization problems. We also hope to extend our test suite with new problems and algorithms.
Due to the development of machine learning such as a deep neural network, Artificial Intelligence (AI) has been used in many areas. Modern AI technology accurately solves problems such as classification, regression, and prediction, but there is a lack of skill to explain the process of AI decision in terms of human understanding, it is called a black-box AI. The black-box AI, in which humans cannot understand the decision process, is difficult to use in high-risk areas such as important social and legal decisions, medical diagnosis, and financial predictions [1]. Although there are highly explainable machine learning methods such as a decision-tree, these machine learning methods tend to have low performance and are not suitable for solving a complex problem [2]. In this study, I suggest a novel explainable AI method which has a high performance based on an integrated model of Reservoir Computing and Autoencoder. Reservoir Computing, a recurrent neural network consists of three layers: inputs, reservoir, and readouts can train nonlinear dynamics using linear learning methods [3]. Recently, a study was published in which neural networks induced actual physical laws using Variational Autoencoder which can extract interpretable features of the learning data [4]. In the integrated model, the features of the training data were learned by the autoencoder structure and linear learning rule of reservoir computing. Therefore, these features could be represented as a linear formula form that a human can simply understand. To validate the integrated model, I tested the model to predict trends of the S&P500 index. The model showed more than 80% accuracy and reported that which features were most important to the prediction in terms of weighted linear formula.
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